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Abstract

We study Hamming versions of two classical clustering problems. TheHamming radius
p-clustering problem(HRC) for a setS of k binary strings, each of lengthn, is to find p binary
strings of lengthn that minimize the maximum Hamming distance between a string inS and the
closest of thep strings; this minimum value is termed thep-radius of S and is denoted by�. The
relatedHamming diameterp-clustering problem(HDC) is to splitS into p groups so that the max
mum of the Hamming group diameters is minimized; this latter value is called thep-diameter ofS.

We provide an integer programming formulation of HRC which yields exact solutions in po
mial time wheneverk is constant. We also observe that HDC admits straightforward polynomial
solutions whenk = O(logn) andp = O(1), or whenp = 2. Next, by reduction from the correspon
ing geometricp-clustering problems in the plane under theL1 metric, we show that neither HRC no
HDC can be approximated within any constant factor smaller than two unless P= NP. We also prove
that for anyε > 0 it is NP-hard to splitS into at mostpk1/7−ε clusters whose Hamming diamet
does not exceed thep-diameter, and that solving HDC exactly is an NP-complete problem alread
p = 3. Furthermore, we note that by adapting Gonzalez’ farthest-point clustering algorithm [T.
zalez, Theoret. Comput. Sci. 38 (1985) 293–306], HRC and HDC can be approximated w
factor of two in time O(pkn). Next, we describe a 2O(p�/ε)kO(p/ε)n2-time (1 + ε)-approximation
algorithm for HRC. In particular, it runs in polynomial time whenp = O(1) and� = O(log(k + n)).

Finally, we show how to find in O(( n
ε + kn logn + k2 logn)(2�k)2/ε) time a setL of O(p logk)

strings of lengthn such that for each string inS there is at least one string inL within distance
(1+ ε)�, for any constant 0< ε < 1.
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1. Introduction

f

n

n-

l-
ons.
as one,
hods.
t this

us
RC

n, two
is
. As
ph or
5].
gle in-
tion or
ithin

se
Let Z
n
2 be the set of all strings of lengthn over the alphabet{0,1}. For anyα ∈ Z

n
2,

we use the notationα[i] to refer to the symbol placed at theith position ofα, where
i ∈ {1, . . . , n}. The Hamming distancebetweenα1, α2 ∈ Z

n
2 is defined as the number o

positions in which the strings differ, and is denoted bydH (α1, α2).
TheHamming radiusp-clustering problem1 (HRC) is: Given a setS of k binary strings

αi ∈ Z
n
2, wherei = 1, . . . , k, and a positive integerp, find p stringsβj ∈ Z

n
2, wherej =

1, . . . , p, minimizing the value

(1)max
αi∈S

min
1�j�p

dH (αi, βj ).

Such a set of optimalβj ’s is called ap-center set ofS. (Note that an instance of HRC ca
have severalp-center sets.) The corresponding value of (1) is called thep-radius ofS, and
is written as�.

TheHamming diameterp-clustering problem(HDC) is defined on the same set of i
stances as HRC, and is stated as follows: PartitionS into p disjoint subsetsS1, . . . , Sp

(calledp-clusters ofS) so that the value of

(2)max
1�q�p

max
αi ,αj ∈Sq

dH (αi, αj )

is minimized. The minimum value of (2) is called thep-diameter ofS, and is referred to
asd .

One can immediately generalize HRC andHDC by considering a larger finite size a
phabet instead of{0,1}, making the problem more amenable to biological applicati
However, as long as the distance between two different characters is measured
such a generalization involves only trivial generalizations of our approximation met
Therefore, we only consider the original binary versions of HRC and HDC throughou
paper.

1.1. Previous results

In [3], Frances and Litman showed that the decision version of the Hamming radi
1-clustering problem (1-HRC) is NP-complete. Motivated by the intractability of 1-H
and its applications in computational biology, coding theory, and data compressio
groups of authors recently provided several close approximation algorithms [5,12]. Th
was followed by a polynomial-time approximation scheme (PTAS) for 1-HRC [13]
for the more general HRC and HDC, one can merely find work on the related gra
geometricp-center,p-supplier, andp-clustering problems in the literature [2,8–10,1
In the case of an undirected complete graph with edge weights satisfying the trian
equality, all of the three problems mentioned above are known to admit 2-approxima
3-approximation polynomial-time algorithms, but none of them are approximable w
2− ε for anyε > 0 in polynomial time unless P= NP [8–10]. This contrasts with the ca

1 The corresponding graph problem is often termed thep-centerproblem in the literature [8].
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exactly solved innO(p) time. HRC does not seem easier than these graph problems.
HRC is NP-complete even forp = 1, optimal or nearly optimal center solutions to it m
have to be searched for inZn

2, whose size can be exponential in the input size. Our re
indicate that in the general case, HRC as well as HDC are equally hard to approxim
polynomial time as thep-center orp-clustering graph problems are.

1.2. Motivation

Clustering is used to solve classification problems in which the elements of a spe
set have to be divided into classes so that all members of a class are similar to eac
in some sense. HRC and HDC are equally fundamental problems within strings algo
as the corresponding graph and geometric center and clustering problems are withi
algorithms or computational geometry respectively [2,8–10,15]. They have potential
cations in computational biology and pattern matching.

For example, when classifying biomolecular sequences, consensus representatives
useful. The around 100000 different proteins in humans can be divided into 1000 (o
protein families, which makes it easier for researchers to understand their structures
biological functions [7]. A lot of information about a newly discovered protein may be
duced by establishing which family it belongs to. During identification, it is more effic
to try to align the new protein to representatives for various families than to indiv
family members. Conversely, given a setS of k related sequences, one way to find ot
similar sequences is by computingp representatives (wherep � k) for S and then using
the representatives to probe a genome database. The representatives should res
sequences inS, and must be chosen carefully. For instance, whenp = 1, the sequences
that minimizes the sum of all pairwise distances betweens and elements inS is biased
towards sequences that occur frequently, but using a 1-center as representative w
this problem.2 For p > 1, the representatives can be the members in thep-center set or
simplyp sequences, each from a differentp-cluster.

In pattern matching applications, the number of classesp can be large; a system fo
Chinese character recognition, for example, would need to be able to discriminate be
thousands of characters.

1.3. Organization of the paper

Section 2 demonstrates that while thep-diameter of a set of binary strings is not ne
essarily equal to itsp-radius, it is always within a factor of two. Next, Section 3 provid
polynomial-time solutions for restricted cases of HRC and HDC based on integer pro
ming, exhaustive search, and breadth-first search. In Section 4, we prove the NP-h
of approximating HRC and HDC within any constant factor smaller than two. In the
section, we also prove that another type of approximation for HDC in terms of the nu

2 Depending on the application, the difference between strings is sometimes measured in terms of ed
tance, which also takes insertions and deletions into account, rather than Hamming distance, which just consid
substitutions.
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for p = 3. Section 5 presents three approximation algorithms for HRC and HDR: a
approximation algorithm for HRC and HDC based on Gonzalez’ furthest-point clust
method [6], an approximation scheme, i.e., a(1 + ε)-approximation algorithm for HRC
and a(1 + ε)-approximation algorithm for HRC using a moderately larger number o
proximate centers.

2. Preliminaries

HRC and HRC are defined for the same set of instances, but thep-radius� and the
p-diameterd of a set of binary strings are different in general, as the following exam
illustrates.

Example 2.1. Consider the instanceS = {00010000, 00100000, 01000000, 10000000,
11110000, 11111111} with p = 2.

An optimal solution to HRC is{β1 = 00000000, β2 = 11110101} with � = 2.
On the other hand, an optimal solution to HDC is{S1 = {00010000, 00100000,

01000000, 10000000, 11110000}, S2 = {11111111}} with d equal to 3.

Let (S,p) be an instance of HRC/HDC. Ap-center set{β1, . . . , βp} of S with p-radius
� induces an approximatep-cluster set{S̃1, . . . , S̃p} of S with diameterd̃ (for i = 1, . . . , k,
if βq is a center string that is closest toαi and has the lowest possible index then
αi ∈ S̃q ). Analogously, ap-cluster set{S1, . . . , Sp} of S with p-diameterd induces an
approximatep-center set{β̃1, . . . , β̃p} of S with radius�̃ (for q = 1, . . . , p, let {β̃q} be a
1-center set for the set of strings belonging toSq ).

Example 2.2. Let S be the instance in Example 2.1.
The approximate 2-cluster set induced by{β1, β2} is {S̃1 = {00010000, 00100000,

01000000, 10000000}, S̃2 = {11110000, 11111111}}, so the corresponding value ofd̃

is 4.
An approximate 2-center set induced by{S1, S2} is {β̃1 = 01010000,β̃2 = 11111111},

which implies�̃ = 3.

The next lemma shows that an approximate solution to HDC induced by an op
solution to HRC is within a factor of two of optimum, and vice versa. Moreover, it sh
that thep-diameter of a set of binary strings is always less than or equal to twice ip-
radius.

Lemma 2.3. Given an instance of HRC/HDC, define�, �̃, d , andd̃ as above. Then:

(a) �̃ � 2�;
(b) d̃ � 2d ;
(c) � � d � 2�.
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β̃q to an arbitrary string inSq for eachq ∈ {1, . . . , p} gives an approximatep-center set
with radius less than or equal tod . Next, since the Hamming distance obeys the trian
inequality [11, p. 424], the distance between two stringsαi,αj that end up in the samẽSq

must be less than or equal todH (αi, βq) + dH(βq,αj ) � 2�, so it holds that (4)̃d � 2�.
Now, (a) follows from (3), (2), and (4); (b) follows from (4), (1), and (3). Finally,

follows from (1), (3), (2), and (4). �

3. Polynomial-time solutions for restricted cases

The Hamming radius 1-clustering problem (1-HRC) is equivalent to a special case
integer programming problem. Any given instance(α1, . . . , αk) of 1-HRC, whereαi ∈ Z

n
2

for 1 � i � k, can be expressed as a system ofk linear inequalities as follows.
For i = 1, . . . , k, let theith inequality be∑

αi [m]=0
1�m�n

xm +
∑

αi [m]=0
1�m�n

(1− xm) � �

and letX = (x1, . . . , xn) ∈ Z
n
2 be a vector of 0–1-variables representing a 1-cente

{α1, . . . , αk}. � is an integer variable corresponding to the 1-radius. The left-hand
of inequalityi equals the Hamming distance betweenαi andX. (For each positionm, if
αi [m] = 0 then the sum is incremented by one if and only ifxm = 1, and conversely, i
αi [m] = 1 then the sum is incremented by one if and only ifxm = 0.) The constraint “� �”
ensures thatdH (αi,X) is smaller than or equal to the radius.

The above system of inequalities can be transformed into the formAx � b(�), where
A is a (k × n)-matrix with every entry belonging to the set{−1,1}, x is a (n × 1)-vector
of variables belonging toZ2, andb(�) is a (k × 1)-vector that depends on�. The scalar
product of any prefix of any row inA with a 0–1-vector of the same length is neith
less than−n nor greater thann. Therefore, we can solve the transformed systemk
inequalities by a dynamic programming procedure, proceeding in stages [14]. In stagl,
we compute the setWl of all (k × 1)-vectors that can be expressed as

∑l
m=1 cmzm, where

cm is the mth column ofA and zm ∈ Z2. Since the cardinality ofWl cannot be large
than (2n + 1)k and there aren stages, this procedure takes a total of O((2n)k · n) time.
Next, for eachv in Wn, solvev � b(�) in O(k) time to identify av∗ which yields the
smallest possible value of�. A 1-centerβ for the given instance is then obtained by sett
β[m] = z∗

m for 1� m � n, where

v∗ =
n∑

m=1

cmz∗
m.

The whole algorithm uses

O
(
(2n)k · n + (2n)k · k + n

) = nO(k)

time.
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Lemma 3.1. 1-HRC for instances withk strings of lengthn is solvable innO(k) time.
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If k is constant then any instance of the Hamming radiusp-clustering problem can b
transformed into a polynomial number of instances of 1-HRC. Let(α1, . . . , αk,p) be a
given instance of HRC, whereαi ∈ Z

n
2 for 1 � i � k andp ∈ N. For each of the O(pk)

ways to partition thek strings intop subsets{S1, . . . , Sp}, constructp instances of 1-HRC
such that instancej consists of subsetSj , use the method in Lemma 3.1 to solve ea
instance, and let the value of this partition equal the maximum of thep resulting 1-radii.
As the final solution, return the set of 1-centers in a partition that yields the smallest

To prove the correctness of this method, consider an optimalp-center set{β1, . . . , βp}.
It induces a partition{S̃1, . . . , S̃p} of {α1, . . . , αk}, where for 1� i � k, αi ∈ S̃q if βq is
the center string with lowest index closest toαi . Let � be thep-radius. By the definition
of a p-center set,dH (αi, βq) � � for all αi ∈ S̃q . Thus, the distance between an optim
1-center of̃Sq and a string iñSq cannot be greater than�. All partitions of the input strings
including{S̃1, . . . , S̃p}, are tested, so an optimal solution will be found.

The method takes a total of O(pk) · O(p) · nO(k) = nO(k) time. We conclude that HRC
with k = O(1) and arbitraryp can be solved exactly in polynomial time.

Theorem 3.2. HRC for instances withk strings of lengthn is solvable innO(k) time.

On the other hand, ifn = O(logk), exhaustive search gives akO(p)-time solution.

Theorem 3.3. HRC restricted to instances withk strings of lengthO(logk) is solvable in
kO(p) time.

One of the main differences between HDC and HRC is that the former does not involv
strings outside the input setS. For this reason, it seems simpler to solve exactly than H
does.3 Furthermore, it can be solved by exhaustive search in O(k2n + k2pk) time, which
immediately yields the following result.

Theorem 3.4. HDC restricted to instances withO(logn) strings of lengthn is solvable in
nO(logp) time.

More interestingly, the Hamming diameter 2-clustering problem admits the follow
rather straightforward polynomial-time solution. Letd be a candidate value for the max
mum Hamming cluster diameter in an optimal 2-clustering of thek input strings of length
n. Form a graphG with vertices in one-to-one correspondence with the input strings
connect a pair of vertices by an edge whenever the Hamming distance between the c
responding strings is less than or equal tod . Now, the problem of Hamming diamet
2-clustering for the input strings becomes equivalent to that of partitioning the vertice
G into two cliques. The latter problem in turn reduces to 2-coloring the complement g

3 Paradoxically, as for approximation in terms of the number of clusters, it might be more difficult,
observed in the next sections.
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By breadth-first search, we can find a 2-coloring of the complement graph, if one exists,
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in O(k2) time. To find the smallest possibled , we use the procedure just described to
different values ofd , generated by a binary search. Calculating all pairwise Hamming dis
tances requires O(k2n) time, but this can be done before starting the search ford . Hence,
we obtain the following result.

Theorem 3.5. For p = 2, HDC is solvable inO(k2n) time.

Note that Theorem 3.5 can be generalized to any metric.

4. NP-hardness of approximating HRC and HDC

By approximating HRC or HDC, we mean providing a polynomial-time algori
yielding a solution which approximates thep-radius or thep-diameter, respectively. Ou
results from the first subsection prove the NP-hardness of this type of approximat
HRC and HDC. In the second subsection, we consider another kind of approxima
HDC relaxing the requirement on the number of produced clusters under the condition th
their diameter does not exceed thep-diameter; we show that it is NP-hard to approxim
the number of clusters within any reasonable factor.

4.1. NP-hardness of approximating thep-radius andp-diameter

To prove the hardness results in this subsection, we use the reduction in [2] from
cover for planar graphs of degree at most three to the correspondingp-clustering problem
in the plane under theL1 metric. (Theradiusp-clustering problem in the plane under th
L1 metric is the following: For a finite setS of points in the plane, find a setP of p points
in the plane that minimizes maxs∈S minu∈P d1(s, u), whered1 is theL1 distance. Thedi-
ameterp-clustering problem in the plane under theL1 metric is defined analogously.) B
inspection of the aforementioned reduction, we show that the points in the resulti
stance of thep-clustering problem in the plane as well as the points in an approxi
p-center can be required to lie on an integer grid of size polynomial in the size of the
planar graph. This gives the following technical strengthening of Theorem 2.1 in [2].

Lemma 4.1. Letα be a positive constant less than2. The radiusp-clustering and diamete
p-clustering problems in the plane under theL1 metric for a finite setS of points, where
the points inS lie on an integer square grid of size polynomial in the cardinality ofS and
where the approximate solution to the radius version is required to lie on the grid
NP-hard to approximate withinα.

Proof. The reduction in [2] embeds an instance of vertex cover for planar graphs of d
at most three in the plane by replacing all edges with odd length paths composed
length edges. The midpoints of these unit length edges form an instanceI of radius or
diameterp-clustering in the plane which admits a solution withp-radius 0.5 orp-diameter
1, respectively, if and only if the embedded graph has a vertex cover withp nodes. The key



296 L. Ga̧sieniec et al. / Journal of Discrete Algorithms 2 (2004) 289–301

nt, and

s

n

the

med

box

rs in
.
ost 2
er
Fig. 1. TheL1 distance between two edge midpoints (shown as filled circles) is 1 if the edges are adjace
� 2 otherwise.

observation is that the minimum distance between the midpoints of two non-adjacent edge
is at least 2 in case of theL1 metric (see Fig. 1). It follows thatfinding an approximate
solution toI within any factor smaller than2 is as hard as finding an exact solutio,
yielding the NP-hardness of approximating radius and diameterp-clustering in the plane
under theL1 metric within any factor smaller than 2. For further details concerning
reduction, see [2] or [8].

Consider the smallest square boxB with sides parallel to thex- and y-axes which
contains the embedded graph constructed in the reduction. Since the graph can be assu
to be connected, the length of a side of the box is O(l), wherel is the number of points in
the instance of the radius or diameter clustering problem in the plane. Note thatl has to be
polynomial in the sizen of the original vertex cover instance [2]. We conclude that the
has size polynomial inn.

Form a uniform point grid withinB such that the distance between nearest neighbo
the grid isε, where 0< ε � 0.01. Move each of the midpoints inI to its nearest grid point
Such a movement changes the relative distance between two midpoints by at mε.
Adding the requirement that an approximatep-center must also lie on the grid can furth
increase the radius by at mostε. It follows thatI admits a clustering withp-radius 0.5
or p-diameter 1, respectively, if and only if the resulting instanceI ′ of clustering on the
grid admits a solution withp-radius(0.5 + ε) + ε = 0.5 + 2ε or p-diameter 1+ 2ε. By
the key observation, it also follows thatI hasp-radius at least 1 orp-diameter at least 2
if and only if I ′ hasp-radius� 1 − 2ε or p-diameter� 2 − 2ε. Now, if the p-radius
of I ′ could be approximated within 2− 12ε then thep-radius ofI could be computed
exactly since(0.5+ 2ε) · (2 − 12ε) < 1 − 2ε. Similarly, if thep-diameter ofI ′ could be



L. Ga̧sieniec et al. / Journal of Discrete Algorithms 2 (2004) 289–301 297

approximated within 2− 6ε then thep-diameter ofI could be computed exactly since
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(1+ 2ε) · (2− 6ε) < 2− 2ε.
Sinceε can be selected arbitrarily close to 0 andI ′ can be constructed in time polyn

mial in n for any fixedε, it is sufficient to transform the grid to an integer grid by resca
by 1/ε and shifting appropriately in order to obtain the theorem in both cases.�

By embedding theL1 metric on an integer square grid into the Hamming metric,
obtain our main result in this section.

Theorem 4.2. HRC and HDC are NP-hard to approximate within any constant fac
smaller than two.

Proof. Let S be a set of points on an integer square grid of sizeq(|S|) × q(|S|), where
q(|S|) is polynomial in|S|. For eachs ∈ S, denote thex- andy-coordinates ofs by sx and
sy , respectively. Encode eachs ∈ S by the binary stringe(s) of length 2q(|S|) composed
of sx consecutive 1’s followed byq(|S|) − sx consecutive 0’s, thensy consecutive 1’s, an
finally, q(|S|) − sy consecutive 0’s. Note that for any two pointss′ ands′′ in S, their L1
distance is equal to the Hamming distance between their encodingse(s′) ande(s′′). This
observation immediately yields the theorem thesis for HDC by Lemma 4.1.

Consider an approximate solutiona1, . . . , ap to HRC for the stringse(s), s ∈ S. For i =
1, . . . , p, transformai to a′

i having the form 1l0q(|S|)−l1m0q(|S|)−m for somel,m � q(|S|)
by moving all the 1’s contained in the left half ofai to the beginning of the left half, an
all the 1’s in the right half ofai to the beginning of the right half. The resulting stri
sequencea′

1, . . . , a
′
p is a solution which is at least as good asa1, . . . , ap for the strings

e(s), s ∈ S. Also, it can be directly decoded into a sequence of grid pointsg1, . . . , gp such
thata′

i = e(gi) for i = 1, . . . , p. Putting everything together, we obtain the theorem th
for HRC by Lemma 4.1. �
4.2. NP-hardness of approximating HDC in terms of the number of clusters

Theclique partition problemis: Given an undirected graphG and a natural numberp,
partition the set of vertices ofG into pairwise disjoint subsetsV1, . . . , Vp such that forj =
1, . . . , p, the subgraph ofG induced byVj is a clique. Clearly, this problem is equivale
to coloring the complement graph withp colors. It follows from known inapproximabilit
results for graph coloring [1] that for anyε > 0, the problem of finding an approxima
solution to the clique partition problem consisting of at mostpn1/7−ε cliques, wheren is
the number of vertices in the instance graphG, is NP-hard.

By a reduction from the clique partition problem to HDC, we obtain:

Theorem 4.3. For anyε > 0, the problem of findinga partition of a set ofk binary strings
of lengthO(k2) into at mostpk1/7−ε disjoint clusters such that each cluster has Hamm
diameter not exceeding thep-diameter is NP-hard.

Proof. Let G be an undirected graph withn vertices. Construct an undirected graphG′
with 2n vertices by augmentingG with n new vertices and then, for every vertexv appear-
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the edges ofG′ from 1 tom, wherem = O(n2). For every vertexv in G, form a strings(v)

of lengthm such that there is a 1 on theith position ins(v) if and only if theith edge of
G′ is incident tov. Note that for any pair of verticesv1, v2 in G, the Hamming distanc
betweens(v1) ands(v2) is 2n − 2 if they are adjacent, otherwise it is 2n. Therefore, any
clique partition ofG into p cliques yields ap-clustering of the resulting strings of max
mum Hamming diameter less than or equal to 2n − 2, and conversely, anyq-clustering of
the resulting strings of maximum Hamming diameter less than or equal to 2n − 2 trivially
yields a partition ofG into q cliques. Hence, by the inapproximability result cited abo
we obtain our result. �

Since the clique partition problem is NP-complete for all fixedp � 3 (see [4]), the
reduction in the proof of Theorem 4.3 together with the fact that HDC belongs to
imply the following:

Corollary 4.4. HDC is NP-complete for all fixedp � 3.

As for the corresponding approximation problem for HRC (i.e., producing a large
of approximate centers such that each input string is within thep-radius from at least on
of the centers), we doubt whether it is equally hard to approximate. At least, if we we
the requirement of being within thep-radius by a multiplicative factor of 1+ ε, then this
problem admits a logarithmic approximation in polynomial time, as is shown at the e
the next section.

5. Approximation algorithms for HRC and HDC

In this section, we first see how an approximation factor of two for HRC and HDC
be achieved. Next, we provide an approximation scheme for HRC running in polyn
time whenp = O(1) and� = O(log(k + n)). Finally, we give a relaxed type of arbitrari
close approximation of� due to a moderate increase in the number of clusters which
in polynomial time whenever� = O(log(k + n)).

5.1. A 2-approximation algorithm for HRC and HDC

To obtain an approximation factor of two, we adapt Gonzalez’ farthest-point clust
algorithm [6] to HRC and HDC respectively as follows:

Algorithm A.
STEP 1. SetP ∗ to {αi}, whereαi is an arbitrary string inS.
STEP 2. Forl = 2, . . . , p: augmentP ∗ by a string inS that maximizes the minimum

distance toP ∗, i.e., that is as far away as possible from the strings already inP ∗.
STEP 3 (HRC). ReturnP ∗.
STEP 3 (HDC). Assign each string inS to a closest member inP ∗ and return the

resulting clusters.
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As mentioned in the proof of Lemma 2.3, the Hamming distance obeys the triangle
tion
can

a
he

a

].

a for
thmic

er an

ch of
inequality. Therefore, by Theorem 8.14 in [8], Algorithm A yields an approximate solu
to either HRC or HDC that is always within a factor of two of the optimum. We
implement this algorithm by updating theHamming distance of each string outsideP ∗
to the nearest string inP ∗ after each augmentation ofP ∗. To update and then compute
string inS furthermost fromP ∗ takes O(kn) time in each iteration. Hence, we obtain t
following theorem.

Theorem 5.1. An approximate solution to either HRC or HDC that is always within
factor of two of the optimum can be found inO(pkn) time.

5.2. An approximation scheme for HRC

In this subsection we present a 2O(p�/ε)kO(p/ε)n2-time(1+ε)-approximation algorithm
for HRC. Our scheme is partly based on the idea used in the PTAS for 1-HRC in [13

Algorithm B.
STEP 1. SetC to an empty subset ofZn

2. For each subsetR of S having exactlyr
strings, compute the setQ consisting of all positionsm, 1� m � n, on which all strings in
R contain the same symbol. SetP to {1,2, . . . , n} \ Q. For every possiblef :P → {0, 1},
let qf be the string inZn

2 which agrees with the strings inR on the positions inQ and
containsf (j) in each positionj ∈ P. AugmentC by qf .

STEP 2. LetCp be the family of all subsets of the setC of sizep. Test all sets inCp and
return theP ∗ ∈ Cp that minimizes max1�i�k minc∈P ∗ dH (αi, c).

The next lemma can be proved analogously as Lemma 11 in [13] (the key lemm
the PTAS for the Hamming radius 1-clustering problem) is proved in case of a logari
or smaller sized radius.

Lemma 5.2. For any subsetU of S, there is ac in C such that

max
α∈U

dH (α, c) �
(

1+ 1

2r − 1

)
min
β∈Z

n
2

max
α∈U

dH (α,β).

Theorem 5.3. AlgorithmB constructs a solution to HRC with approximation factor1 +
1

2r−1 in O(2pr�+1kpr+1n2) time.

Proof. To prove the correctness and the approximation factor of Algorithm B, consid
optimalp-center forS, say{β1, . . . , βp}. PartitionS into subsetsU1 throughUp such that
for 1 � j � p andα ∈ Uj , βj has minimum Hamming distance toα amongβ1, . . . , βp. By
Lemma 5.2, the setCp constructed in STEP 2 contains{β∗

1, . . . , β∗
p} such that for 1� j � p

and anyα ∈ Uj , the Hamming distance betweenα andβ∗
j is at most 1+ 1

2r−1 times the

radius ofUj . Thus, Algorithm B yields a solution within 1+ 1
2r−1 of the optimum.

To derive the upper bound on the running time of Algorithm B, first observe that ea
the setsP has size at mostr� and that a stringqf can be constructed in O(nr) time. Hence,
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the size of the setC does not exceed 2r�kr , andC can be constructed in O(r2r�krn) time.
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Consequently,Cp is of size at mostkrp2pr� and its construction fromC takes O(2pr�kprn)

time. All that remains is to note that the test of eachp-tuple in Cp can be performed in
O(kn) time. �

Note that the running time of Algorithm B is polynomial inn andk as long asp andr

are constant and� = O(log(k + n)).

Corollary 5.4. Algorithm B yields a polynomial-time approximation scheme for
Hamming radiusO(1)-clustering problem restricted to instances with thep-radius in
O(log(k + n)).

5.3. A relaxed type of approximation for HRC

In this subsection, we consider twofold approximation for HRC allowing for produ
more thanp approximate centers and slightly exceeding thep-radius.

For eachc in C (see Algorithm B), letS(c) be the set of all strings inS within distance
(1 + 1

2r−1)� of c. By Lemma 5.2, there is a set consisting ofp such sets, covering all o
S. If � is known, we run the classical greedy heuristic for minimum set cover (see [8
the instance(S, {S(c) | c ∈ C}) to find a set of O(p logk) sets coveringS. Otherwise, we
perform a binary search for the smallest possible value of� ∈ {0,1, . . . , n} in the definition
of the setsS(c) by running the aforementioned heuristic O(logn) times and each tim
testing whether or not the resulting cover ofS has size O(p logk). Recall that|C| � 2r�kr

and thatC can be constructed in O(r2r�krn) time. The instance of set cover correspond
to a given value of� can be constructed in O(|C|kn) time; the greedy heuristic can b
implemented to run in O(|C|k2) time. By choosingr so that1+ε

2ε
< r < 2

ε
, we obtain the

following result.

Theorem 5.5. For any constant0 < ε < 1, we can construct a setL of O(p logk) strings
of lengthn in O(( n

ε
+ kn logn + k2 logn)(2�k)2/ε) time such that for each of thek strings

in S there is at least one string inL within distance(1+ ε) of thep-radius.

The time bound in Theorem 5.5 is polynomial inn andk as long as� = O(log(k + n)).

6. Conclusions

We have shown not only that two is the best approximation factor for HRC and
achievable in polynomial time unless P= NP, but also that it is possible to provide exa
solutions or much better approximation solutions to HRC or HDC in several spec
relaxed cases. It seems that there are plenty of interesting open problems in the latte
tion. For example, is it possible to design very close and efficient approximation algor
for protein data (see Section 1.2) taking into account the specific distribution of the i
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