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Abstract. The fastest known algorithms for computing the R* consen-
sus tree of k rooted phylogenetic trees with n leaves each and identical
leaf label sets run in O(n2√log n) time when k = 2 (ref. [10]) and O(kn3)
time when k ≥ 3 (ref. [4]). This paper shows how to compute it in O(n2)
time for k = 2, O(n2 log4/3 n) time for k = 3, and O(n2 logk+2 n) time
for unbounded k.

1 Introduction

Distinctly leaf-labeled, unordered trees known as phylogenetic trees are used by
scientists to describe evolutionary history [8,13]. Given a set S of phylogenetic
trees with the same leaf labels but different branching structures, a single phy-
logenetic tree that summarizes the trees in S according to some well-defined
rule is called a consensus tree [4,8,13]. Consensus trees are used when dealing
with unreliable data; e.g., to infer an accurate phylogenetic tree for a fixed set
of species, one may first construct a collection of alternative trees by applying
resampling techniques such as bootstrapping to the same data set, by running
different tree construction algorithms, or by using many independent data sets,
and then compute a consensus tree from the obtained trees.

A number of different consensus trees have been defined and studied in the
literature; see [4], Chapter 30 in [8], or Chapter 8.4 in [13] for some surveys. This
paper deals with one particular consensus tree called the R* consensus tree [4],
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Fig. 1. An example. Let S = {T1, T2, T3} as above. Then Rmaj = {ab|d, ab|e, ac|d,
ac|e, de|a, bc|d, bc|e, de|b, de|c} and the R* consensus tree of S is the tree on the right.

defined in Section 1.1 below. The R* consensus tree has several nice mathe-
matical properties [7]. On the negative side, the existing algorithms for building
it [4,10,11] are rather slow. To alleviate this issue, we present faster algorithms.

1.1 Definitions and Notation

In this paper, a phylogenetic tree is a rooted, unordered, leaf-labeled tree in
which every internal node has at least two children and all leaves have different
labels. See Fig. 1 for some examples. (Unrooted phylogenetic trees are also useful
in many contexts [8], but will not be considered here.) Phylogenetic trees are
called “trees” from here on, and every leaf in a tree is identified with its label.

Let T be a tree. The set of all nodes in T and the set of all leaves in T are
denoted by V (T ) and Λ(T ), respectively. For any u ∈ V (T ), Tu is the subtree
of T rooted at u. For any X ⊆ V (T ), lcaT (X) is the lowest common ancestor
in T of the nodes in X; when |X| = 2, we simplify the notation to lcaT (u, v),
where X = {u, v}, and if T is unambiguous, we sometimes just write lca(u, v).

A triplet is a tree with exactly three leaves. Suppose t is a triplet with Λ(t) =
{x, y, z}. If t is non-binary, it has one internal node; in this case, t is called a
fan triplet and is denoted by x|y|z. Otherwise, t is binary and has two internal
nodes; in this case, t is called a resolved triplet and is denoted by xy|z where
lcat(x, y) is a proper descendant of lcat(x, z) = lcat(y, z). Thus, there are four
possible triplets x|y|z, xy|z, xz|y, yz|x for any set of three leaves {x, y, z}.
For any tree T and {x, y, z} ⊆ Λ(T ), x|y|z is said to be consistent with T if
lcaT (x, y) = lcaT (x, z) = lcaT (y, z), and xy|z is consistent with T if lcaT (x, y)
is a proper descendant of lcaT (x, z) = lcaT (y, z). Let T ||{x,y,z} be the unique
triplet with leaf set {x, y, z} that is consistent with T . For any tree T , let r(T )
be the set of resolved triplets consistent with T and let t(T ) be the set of all
triplets (resolved triplets as well as fan triplets) consistent with T , i.e., define
r(T ) = {T ||{x,y,z} : {x, y, z} ⊆ Λ(T ) and T ||{x,y,z} is a resolved triplet} and
t(T ) = {T ||{x,y,z} : {x, y, z} ⊆ Λ(T )}.

Next, let S = {T1, . . . , Tk} be a given set of trees with Λ(T1) = ... =
Λ(Tk) = L. Write n = |L|. For any {a, b, c} ⊆ L, define #ab|c as the number of
trees Ti ∈ S for which ab|c ∈ t(Ti). The set of majority resolved triplets, denoted
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by Rmaj , is defined as
{
ab|c : a, b, c ∈ L and #ab|c > max{#ac|b, #bc|a}}.

(Note that the fan triplets consistent with the trees in S have no impact here.)
An R* consensus tree of S is a tree τ with Λ(τ) = L that satisfies r(τ) ⊆ Rmaj

and that maximizes the number of internal nodes. See Fig. 1 for an example.

For any leaf label set L, a cluster of L is any nonempty subset of L, and
a tree T is said to include a cluster A of L if T contains a node u such that
Λ(Tu) = A. Let R be a set of triplets over a leaf label set L =

⋃
r∈R Λ(r) such

that for each {x, y, z} ⊆ L, at most one of x|y|z, xy|z, xz|y, and yz|x belongs
to R. A cluster A of L is called a strong cluster of R if aa′|x ∈ R for all a, a′ ∈ A
with a �= a′ and all x ∈ L \A. Furthermore, L as well as every singleton set of L
is also defined to be a strong cluster of R. Strong clusters provide an alternative
characterization of R* consensus trees, stated in the last part of the next lemma:

Lemma 1. [4,10] The R* consensus tree always exists, is unique, and includes
every strong cluster of Rmaj and no other clusters.

1.2 Previous Work

The R* consensus tree can be computed in O(kn3) time, where k = |S| and
n = |L|, by an algorithm from [4]: First construct r(Ti) for all Ti ∈ S in O(kn3)
time, then construct Rmaj by counting the occurrences in the r(Ti)-sets of the
different resolved triplets for every {x, y, z} ∈ L in O(kn3) total time, and finally
apply the O(n3)-time strong cluster algorithm from Corollary 2.2 in [5] to Rmaj .
For k = 2, an older algorithm for computing the so-called RV-III tree of two input
trees in O(n3) time [11] can also be used [4] to achieve the same running time.

Since Rmaj may contain Ω(n3) elements, any method that explicitly con-
structs Rmaj requires Ω(n3) time. For the special case of k = 2, it was shown
in [10] that the R* consensus tree can in fact be computed in O(n2

√
log n)

(= o(n3)) time. The algorithm from [10] is reviewed in Section 1.3.

1.3 Overview and Organization of the Paper

To compute the R* consensus tree without constructing Rmaj , the algorithm
in [10] for k = 2 and the new algorithms in this paper follow the same basic
strategy, summarized as Algorithm R* consensus tree in Fig. 2. To explain
the details, some additional definitions are needed.

Suppose that R is a given set of triplets over a leaf label set L =
⋃

r∈R Λ(r)
such that for each {x, y, z} ⊆ L, at most one of x|y|z, xy|z, xz|y, and yz|x
belongs to R. For each a, b ∈ L with a �= b, define sR(a, b) =

∣
∣{y ∈ L : ab|y ∈

R}∣∣, and for each a ∈ L, define sR(a, a) =
∣
∣L

∣
∣ − 1. A cluster A of L is called

an Apresjan cluster of sR if sR(a, a′) > sR(a, x) for all a, a′ ∈ A and x ∈ L \ A.
Since every strong cluster of R is an Apresjan cluster of sR [4,10], we see that
in the case R = Rmaj , the set of Apresjan clusters of sRmaj

forms a superset of
the set of strong clusters of Rmaj . Moreover, by Theorem 2.3 in [5], there are
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Algorithm R* consensus tree

Input: A set S = {T1, . . . , Tk} of trees with Λ(T1) = . . . = Λ(Tk) = L
Output: The R* consensus tree of S
1: Compute and store sRmaj (a, b) for all a, b ∈ L
2: Compute the Apresjan clusters of sRmaj

3: for each Apresjan cluster A of sRmaj do
4: Determine if A is a strong cluster of Rmaj

5: end for
6: Let C be the set of strong clusters of Rmaj , and build a tree T which includes

all clusters in C and no other clusters of L
7: Output T

Fig. 2. Algorithm R* consensus tree

O(n) Apresjan clusters of sRmaj
and they form a nested hierarchy on L, i.e., a

tree, which can be constructed in O(n2) time with the method of Corollary 2.1
in [5] when the value of sRmaj

(a, b) for any a, b ∈ L is available in O(1) time.

Now, the idea behind Algorithm R* consensus tree is to first compute a
superset of the set of strong clusters of Rmaj , namely the Apresjan clusters
of sRmaj

(Steps 1 and 2), then remove any clusters that are not strong clusters
of Rmaj (Steps 3–5), and return a tree that includes precisely the remaining
clusters (Steps 6–7). By Lemma 1, this tree is the R* consensus tree.

The algorithm’s time complexity depends on various factors. As shown in [10],
if k = 2 then computing the values of sRmaj

(a, b) for all a, b ∈ L in Step 1 can
be done in O(n2

√
log n) time in total, while all other steps take O(n2) time.

Section 2 below improves it to O(n2), yielding an O(n2)-time solution for k = 2.
For k ≥ 3, we observe that Steps 2, 6, and 7 do not depend on k, so these

steps take a total of O(n2) time as in [10]. However, Steps 1 and 3–5 have
to be modified; for example, the condition from Lemma 13 in [10] for check-
ing if a given cluster is a strong cluster of Rmaj does not work if k = 3. As
for Step 1, Sections 3.1–3.3 show how to compute sRmaj

(a, b) for all a, b ∈ L

in O(n2 log4/3 n) time when k = 3, and Section 4.1 in O(n2 logk n) time for
unbounded k. For Steps 3–5, Section 3.4 gives an O(n2α(n))-time solution when
k = 3, where α(n) is the inverse Ackermann function of n, while Section 4.2
gives an O(n2 logk+2 n)-time solution for unbounded k. In summary, we obtain:

Theorem 1. Let S be an input set of k trees with n leaves each and identical
leaf label sets. The R* consensus tree of S can be computed in:

• O(n2) time when k = 2;
• O(n2 log4/3 n) time when k = 3; and
• O(n2 logk+2 n) time when k is unbounded.

Thus, if k < log n
(log log n)1+ε for some ε > 0, the time complexity is subcubic in n.

Due to space constraints, most of the proofs have been omitted from the
conference proceedings version of this paper.
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2 Computing the R* Consensus Tree When k = 2

This section proves that sRmaj
(a, b) for all a, b ∈ L with a �= b can be computed in

O(n2) time in total when k = 2, thereby reducing the time complexity of Step 1 of
Algorithm R* consensus tree in Section 1.3 (and hence the algorithm’s overall
running time) to O(n2).

Recall that sRmaj
(a, b) =

∣
∣{w : ab|w ∈ Rmaj}

∣
∣ for any a, b ∈ L with a �= b,

and sRmaj
(a, a) = |L| − 1 for any a ∈ L. By definition, ab|w ∈ Rmaj if and only

if it is consistent with both T1 and T2, or it is consistent with one of T1 and T2

and a|b|w is consistent with the other tree. By Corollary 1 in [10], sRmaj
(a, b) =

countr,r(a, b)+countr,f (a, b)+countf,r(a, b) for every a, b ∈ L with a �= b, where
countr,r(a, b) =

∣
∣{w ∈ L \ {a, b} : ab|w ∈ t(T1) ∩ t(T2)}

∣
∣, countr,f (a, b) =∣

∣{w ∈ L \ {a, b} : ab|w ∈ t(T1), a|b|w ∈ t(T2)}
∣
∣, and countf,r(a, b) =

∣
∣{w ∈

L\{a, b} : a|b|w ∈ t(T1), ab|w ∈ t(T2)}
∣
∣. It was shown in [10] that countr,r(a, b),

countr,f (a, b), and countf,r(a, b) for all a, b ∈ L can be calculated in O(n2
√

log n),
O(n2), and O(n2) total time, respectively. We now eliminate the bottleneck.

Lemma 2. For every a, b ∈ L, it holds that countr,r(a, b) = |L|−|Λ(T lca(a,b)
1 )|−

|Λ(T lca(a,b)
2 )| + |Λ(T lca(a,b)

1 ) ∩ Λ(T lca(a,b)
2 )|.

Lemma 3. countr,r(a, b) for all a, b ∈ L can be computed in O(n2) time in total.

Proof. For i ∈ {1, 2}, compute and store all values of |Λ(Tu
i )|, where u ∈ V (Ti),

in O(n) time by doing a bottom-up traversal of each tree. Also, compute and
store all values of |Λ(Tu

1 )∩Λ(T v
2 )|, where u ∈ V (T1) and v ∈ V (T2), in O(n2) time

by the postorder traversal-based method used in Lemma 7.1 in [1]. Preprocess
T1 and T2 in O(n) time so that any subsequent lca-query can be answered in
O(1) time [2,9]. Next, for each a, b ∈ L, obtain countr,r(a, b) in O(1) time by
applying the formula in Lemma 2. The total running time is O(n2). �	

3 Computing the R* Consensus Tree When k = 3

We now focus on the case k = 3. Sections 3.1–3.3 and Section 3.4 describe how to
implement Step 1 and Steps 3–5, respectively, of Algorithm R* consensus tree.

3.1 Computing sRmaj
When k = 3

Suppose S = {T1, T2, T3}. For every ab|w ∈ Rmaj , there are three possibilities:

Lemma 4. For any a, b, w ∈ L, ab|w ∈ Rmaj if and only if either

1. ab|w is consistent with T1, T2, and T3; or
2. ab|w is consistent with Ti and Tj but not Tk for {i, j, k} = {1, 2, 3}; or
3. ab|w is consistent with one of T1, T2, T3, and a|b|w with the other two.
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To count the triplets covered by the different cases in Lemma 4, define:
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

countr,r,r(a, b) =
∣
∣{w ∈ L \ {a, b} : ab|w ∈ t(T1) ∩ t(T2) ∩ t(T3)}

∣
∣

count
Ti,Tj
r,r,∗ (a, b)=

∣
∣{w ∈ L \ {a, b} : ab|w ∈ t(Ti) ∩ t(Tj)}

∣
∣, i, j ∈ {1, 2, 3}, i < j

countTi
r,f,f (a, b) =

∣
∣{w ∈ L \ {a, b} : ab|w ∈ t(Ti) and a|b|w is consistent with

the other two trees}∣∣, for i ∈ {1, 2, 3}

Then, sRmaj (a, b) can be expressed as in the next lemma.

Lemma 5. Let a, b ∈ L with a �= b. Then sRmaj (a, b) =
∑3

i=1 countTi
r,f,f (a, b) +

∑
1≤i<j≤3 count

Ti,Tj
r,r,∗ (a, b) − 2countr,r,r(a, b).

For each pair i, j ∈ {1, 2, 3} with i < j, the values of count
Ti,Tj
r,r,∗ (a, b) for all

a, b ∈ L can be obtained in O(n2) time by the method from Lemma 3 in Section 2
with Ti and Tj as the two input trees. The next subsections show how to calculate
the values of countr,r,r(a, b) for all a, b ∈ L in O(n2 log4/3 n) time (Lemma 9 in
Section 3.2) and countTi

r,f,f (a, b) for all a, b ∈ L for each i ∈ {1, 2, 3} in O(n2) time
(Lemma 12 in Section 3.3). Then, we can apply the formula in Lemma 5 to get each
value of sRmaj (a, b) in O(1) time. In summary:

Lemma 6. When k = 3, the values of sRmaj (a, b) for all a, b ∈ L can be computed in

O(n2 log4/3 n) time in total.

3.2 Computing countr,r,r

First, rewrite countr,r,r(a, b) in a way analogous to the expression in Lemma 2:

Lemma 7. For every a, b ∈ L, countr,r,r(a, b) = |L|−∑3
i=1 |Λ(T

lca(a,b)
i )|+∑1≤i<j≤3 |

Λ(T
lca(a,b)
i ) ∩ Λ(T

lca(a,b)
j )| − |Λ(T

lca(a,b)
1 ) ∩ Λ(T

lca(a,b)
2 ) ∩ Λ(T

lca(a,b)
3 )|.

Lemma 8. Let a ∈ L be fixed. Then the values of |Λ(T
lca(a,b)
1 )∩Λ(T

lca(a,b)
2 )∩Λ(T

lca(a,b)
3 )|

for all b ∈ L \ {a} can be computed in O(n log4/3 n) time in total.

Proof. For w ∈ L \ {a} and i ∈ {1, 2, 3}, let dTi(w) be the distance in Ti from a

to lca(a, w). For any b, w ∈ L \ {a} and i ∈ {1, 2, 3}, w ∈ Λ(T
lca(a,b)
i ) if and only if

dTi(w) ≤ dTi(b). Thus, for b ∈ L \ {a}, |Λ(T
lca(a,b)
1 ) ∩ Λ(T

lca(a,b)
2 ) ∩ Λ(T

lca(a,b)
3 )| =

|{w ∈ L \ {a, b} : dT1(w) ≤ dT1(b), dT2(w) ≤ dT2(b), dT3(w) ≤ dT3(b)}|.
Represent each w ∈ L\{a} as a 3D point with coordinates (dT1(w), dT2(w), dT3(w)).

For any b ∈ L\{a}, |Λ(T
lca(a,b)
1 )∩Λ(T

lca(a,b)
2 )∩Λ(T

lca(a,b)
3 )| equals the number of points

on or inside the box [1 : dT1(b)] × [1 : dT2(b)] × [1 : dT3(b)]. Use Corollary 4.1 in [6] for
offline orthogonal range counting in 3D to obtain these numbers for all b ∈ L \ {a} in
O(n log3−2+1/3 n) = O(n log4/3 n) total time. �	

Lemma 9. The values of countr,r,r(a, b) for alla, b ∈ L can be computed inO(n2 log4/3 n)
total time.
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3.3 Computing countTi

r,f,f

This subsection describes how to compute all values of countT1
r,f,f (a, b) =

∣
∣{w ∈ L \

{a, b} : ab|w ∈ t(T1), a|b|w ∈ t(T2), and a|b|w ∈ t(T3)}
∣
∣, where a, b ∈ L. (The two

functions countT2
r,f,f and countT3

r,f,f can be computed in the same way.)
Suppose that a ∈ L is fixed. Let v0 = a, v1, . . . , vp be the path in T3 from

leaf a to the root of T3. For j ∈ {1, . . . , p}, define Wj = Λ(T
vj

3 ) \ Λ(T
vj−1
3 ). Impor-

tantly, {W1, . . . , Wp} forms a partition of L \ {a}. For any S ⊆ L and b ∈ S, define
σT1,¬T2(S, b) = |{w ∈ S : ab|w ∈ t(T1) and a|b|w ∈ t(T2)}|. Lemma 10 explains how to
use σT1,¬T2(S, b) to compute countT1

r,f,f (a, b).

Lemma 10. For any Wj, j ∈ {1, . . . , p}, and any b ∈ Wj, let cb be the child of vj

such that b ∈ Λ(T
cb
3 ). Then countT1

r,f,f (a, b) = σT1,¬T2(Wj , b) − σT1,¬T2(Λ(T
cb
3 ), b).

Lemma 11. After O(n) time preprocessing, given any S ⊆ L, σT1,¬T2(S, b) for all
b ∈ S can be computed in O(|S|) time.

This suggests the following algorithm, which we call Compute count rff T1, for
computing countT1

r,f,f (a, b) for all b ∈ L \ {a} for any fixed a ∈ L. First, it builds
the partition {W1, . . . , Wp} of L \ {a}. This takes O(n) time. Then, T1 and T2 are
preprocessed in O(n) time so Lemma 11 can be applied. For each j ∈ {1, . . . , p},
the algorithm then computes σT1,¬T2(Wj , b) and σT1,¬T2(Λ(T

cb
3 ), b) for all b ∈ Wj .

By Lemma 11, this step takes O(
∑p

j=1 |Wj |) = O(n) time. (For every b ∈ Wj , to

identify the child cb of vj such that b ∈ Λ(T
cb
3 ) in O(1) time, one can store the depths

of all nodes in T3 and use the level-ancestor data structure after O(n) time extra
preprocessing [3].) Finally, Lemma 10 is used to obtain countT1

r,f,f (a, b) for every b ∈ Wj

and j ∈ {1, . . . , p} in O(n) time. In total, the time complexity of Compute count rff T1

is O(n). By running Compute count rff T1 once for each a ∈ L, we get countT1
r,f,f (a, b)

for all a, b ∈ L in O(n2) total time.

Lemma 12. For each i ∈ {1, 2, 3}, the values of countTi
r,f,f (a, b) for all a, b ∈ L can be

computed in O(n2) total time.

3.4 Determining if a Given Cluster Is a Strong Cluster When k = 3

Steps 3–5 of R* consensus tree in Section 1.3 need to determine which Apresjan
clusters of sRmaj are strong clusters of Rmaj . This subsection presents a method for
doing so efficiently. Let A ⊆ L. For any j ∈ {1, 2, 3}, a leaf x ∈ L\A is called an outsider
in Tj if x is not a descendant of uj

A in Tj , where uj
A = lcaTj (A). Define the following

two disjoint subsets of L \ A: (i) PA = the set of all x ∈ L \ A such that lcaTj (a, x) is
a proper descendant of uj

A for some a ∈ A and some j ∈ {1, 2, 3}; and (ii) QA = the
set of all x ∈ L \ A such that lcaTj (a, x) = uj

A for all a ∈ A and all j ∈ {1, 2, 3}. (If
|A| = 1 then PA = QA = ∅.) Also define an undirected graph GA = (A, EA), whose
edge set is EA =

{{a, a′} : lcaTj (a, a′) is a proper descendant of uj
A for at least one

j ∈ {1, 2, 3}}. Then we have:

Lemma 13. For any A ⊆ L, A is a strong cluster of Rmaj if and only if: (1) each
x ∈ PA is an outsider in exactly two trees from {T1, T2, T3}; and (2) if QA is nonempty,
the graph GA is a complete graph.
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Procedure Check all Apresjan clusters

Input: A tree A of all Apresjan clusters of sRmaj

Output: A list of all the strong clusters of Rmaj

1: for all nodes v in A in bottom-up order do
2: Let A be the Apresjan cluster of sRmaj corresponding to v;
3: if v is a leaf then
4: /* Without loss of generality, assume A = {a} */
5: Set u1

A = u2
A = u3

A to be the leaf with label a and let GA be a graph with
a single vertex a. Let B1

A = B2
A = B3

A = {A};
6: else
7: Let A1, . . . , Am be the Apresjan clusters corresponding to the children of v

and form GA by merging GA1 , . . . , GAm ;
8: for j = 1, 2, 3 do
9: Update uj

A = lcaTj (uj
A1

, . . . , uj
Am

). Partition A into a set of blocks Bj
A

such that each block B ∈ Bj
A contains all the elements of A that appear

in the same subtree attached to uj
A;

10: Compute ZB =
⋃m

i=1(Bj
Ai

|B) for every block B ∈ Bj
A;

11: for every block B ∈ Bj
A do

12: Insert all edges {x, y} into GA where x ∈ X, y ∈ Y and where X and
Y are two different sets in ZB ;

13: end for
14: end for
15: end if
16: If A satisfies the condition in Lemma 13 then output A;
17: end for

Fig. 3. Procedure for finding all strong clusters of Rmaj

Procedure Check all Apresjan clusters in Fig. 3 applies the condition in
Lemma 13 to find all strong clusters of Rmaj . To avoid building each GA-graph from
scratch, it assumes that the Apresjan clusters are specified in the form of a tree A,
so that the information in the GA-graphs can be reused as it goes upwards in A. (As
mentioned in Section 1.3, A can be obtained in O(n2) time [5].) The procedure builds
the GA-graphs for all Apresjan clusters A bottom-up, according to the given tree A.
Each GA is represented as a set of edges. To simplify the construction, for j = {1, 2, 3},
the procedure maintains uj

A = lcaTj (A). It also maintains Bj
A, which is the partition

of A such that each block B ∈ Bj
A contains all elements in A that appear in one subtree

attached to the node uj
A.

For any set X of subsets of L and any L′ ⊆ L, let X|L′ = {X ∈ X : X ⊆ L′}.

Lemma 14. Procedure Check all Apresjan clusters outputs all strong clusters
of Rmaj in O(n2α(n)) time, where α(n) is the inverse Ackermann function.

4 Computing the R* Consensus Tree for Unbounded k

Section 4.1 computes sRmaj (a, b) for all a, b ∈ L in O(n2 logk n) time. Section 4.2 checks

which Apresjan clusters are strong clusters in O(n2 logk+2 n) time.
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4.1 Computing sRmaj
for Unbounded k

Here, we give a procedure that, for any fixed a ∈ L, computes sRmaj (a, b) for all

b ∈ L \ {a} in O(n logk n) time.
Let occ(ab|w, T[i..j]) be the number of occurrences of ab|w in t(Ti), . . . , t(Tj). Denote

sW,x,y,z
T[1..i]

(a, b) =
∣
∣
{
w ∈ W : occ(ab|w, T[1..i]) + x > max{occ(aw|b, T[1..i]) + y, occ(bw|a,

T[1..i]) + z}}∣∣. For a fixed a ∈ L, our goal is to compute sRmaj (a, b) = sL,0,0,0
T[1..k]

(a, b)

for all b ∈ L \ {a}. Note that in the formula for sW,x,y,z
T[1..i]

(a, b), W is not any arbitrary

subset of L; we require, for all w ∈ W , that x, y and z are the number of occurrences
of ab|w, aw|b and bw|a, respectively, in Ti+1, . . . , Tk. These three integers will be used
to pass information during recursive calls.

IneachtreeTi ∈ {T1, . . . , Tk}, anyw ∈ L\{a} is representedbyapair (dTi(w), πi(w)),
wheredTi(w) is thedistance inTi froma to lcaTi(a, w), andπi(w) = j,wherew is a descen-
dant of the jth child of lcaTi(a, w). The occurrence of a triplet in t(Ti) is then given by
(cf. Theorem 1 in [12] and Lemma 7 in [10]):

Lemma 15. Let b ∈ L \ {a}. For any w ∈ L \ {a, b} and i ∈ {1, . . . , k}:
1. ab|w ∈ t(Ti) if and only if dTi(b) < dTi(w);
2. aw|b ∈ t(Ti) if and only if dTi(b) > dTi(w); and
3. bw|a ∈ t(Ti) if and only if dTi(b) = dTi(w) and πi(b) = πi(w).

We build a data structure BW,k in O(|W | logk |W |) time that yields the value
of sW,x,y,z

T[1..k]
(a, b) for any b ∈ W \ {a} and any x, y, z in O(logk |W |) time as follows.

For the base case k = 1, the data structure BW,1 consists of a balanced binary
search tree BT (W, T1) for all distinct dT1(w)-values, where w ∈ W . There may be
multiple elements of W with the same dT1(w)-value. For each such node, we replace
it by a balanced binary search tree for these multiple elements and index them using
the keys π1(w). The additional nodes are called yellow nodes. The data structure BW,1

can be constructed in O(|W |) time.
Now we show how to compute sW,x,y,z

T[1..1]
(a, b) from BW,1. For any b ∈ W , let P be

the path from the root of BT (W, T1) to b. Since BT (W, T1) is balanced, P is of length
O(log |W |). We partition the subtrees attached to P into four sets:

• Wfan is the set of subtrees attached to the yellow nodes of P where π1(b) �= π1(w)
for all leaves w in the subtrees of Wfan.

• Wmid is the set of subtrees attached to the yellow nodes of P where π1(b) = π1(w)
for all leaves w in the subtrees of Wmid.

• Wleft is the set of left subtrees attached to the non-yellow nodes of P .
• Wright is the set of right subtrees attached to the non-yellow nodes of P .

Note that a|b|w ∈ t(T1) for all w ∈ Λ(S) and S ∈ Wfan. Similarly, bw|a ∈ t(T1) for
all w ∈ Λ(S) and S ∈ Wmid. Also, aw|b ∈ t(T1) for all w ∈ Λ(S) and S ∈ Wleft, and
ab|w ∈ t(T1) for all w ∈ Λ(S) and S ∈ Wright.

By the definitions and Lemma 15, sW,x,y,z
T[1..1]

(a, b) = A + B + C + D where:

• A =
∑

S∈Wfan
|Λ(S)| if x > y, x > z; and 0 otherwise.

• B =
∑

S∈Wmid
|Λ(S)| if x > y, x > 1 + z; and 0 otherwise.

• C =
∑

S∈Wleft
|Λ(S)| if x > 1 + y, x > z; and 0 otherwise.

• D =
∑

S∈Wright
|Λ(S)| if x + 1 > y, x + 1 > z; and 0 otherwise.
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Procedure counting query

Input: Integer i ∈ {0, 1, . . . , k}, W ⊆ L, integers x, y, z, leaf b ∈ L \ {a}.
Output: sW,x,y,z

T[1..i]
(a, b)

1: if i = 0 then
2: if x > y and x > z then
3: return |W |;
4: else
5: return 0;
6: end if
7: else
8: Let P be the path from the root of BT (W, Ti) to b;
9: Compute the sets Wfan, Wmid, Wright, Wleft of subtrees attached to P ;

10: A =
∑

S∈Wfan
counting query(i − 1, Λ(S), x, y, z, b);

11: B =
∑

S∈Wmid
counting query(i − 1, Λ(S), x, y, z + 1, b);

12: C =
∑

S∈Wleft
counting query(i − 1, Λ(S), x, y + 1, z, b);

13: D =
∑

S∈Wright
counting query(i − 1, Λ(S), x + 1, y, z, b);

14: return A + B + C + D;
15: end if

Fig. 4. Procedure for computing sW,x,y,z
T[1..i]

(a, b), assuming BW,i is available

There are O(log |W |) subtrees, so we can find sW,x,y,z
T[1..1]

(a, b) in O(log |W |) time.

Next, assume we can create a data structure BW,k−1 from which sW,x,y,z
T[1..k−1]

(a, b)

can be computed in O(logk−1 |W |) time. Then we build the data structure BW,k,
consisting of two parts, as follows. Firstly, similar to the case k = 1, we build a
binary search tree BT (W, Tk). Secondly, for every subtree S in BT (W, Tk), we build
the data structure BΛ(S),k−1. The time required to build BW,k depends on the time
needed for the two parts. For the first part, as shown above, BT (W, Tk) can be con-
structed in O(|W | log |W |) time. For the second part,

∑{|Λ(S)| : S is a subtree
of BT (W, Tk)} = O(|W | log |W |). Since BΛ(S),k−1 can be constructed in O(|Λ(S)|
logk−1 |Λ(S)|) time, the second part takes O(|W | logk |W |) time.

We now discuss how to use BW,k to compute sW,x,y,z
T[1..k]

(a, b). For any b ∈ W , similar

to the case k = 1, first find the path P from the root of BT (W, Tk) to b. There are
O(log |W |) subtrees attached to P . Partition them into the sets Wfan, Wmid, Wleft,
and Wright according to the same criteria as for k = 1 above. Then:

Lemma 16. For any b ∈ W , it holds that sW,x,y,z
T[1..k]

(a, b) = A + B + C + D, where

A =
∑

S∈Wfan
s

Λ(S),x,y,z
T[1..k−1]

(a, b), B =
∑

S∈Wmid
s

Λ(S),x,y,z+1
T[1..k−1]

(a, b), C =
∑

S∈Wleft

s
Λ(S),x,y+1,z
T[1..k−1]

(a, b), and D =
∑

S∈Wright
s

Λ(S),x+1,y,z
T[1..k−1]

(a, b).

Fig. 4 lists the pseudocode of the procedure counting query for computing
sW,x,y,z

T[1..k]
(a, b), given BW,k. The next lemma bounds its running time.

Lemma 17. Given the data structure BW,k for a fixed a ∈ L, for any b ∈ L \ {a},
counting query(k, W, x, y, z, b) computes sW,x,y,z

T[1..k]
(a, b) in O(logk n) time.
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4.2 Determining if a Given Cluster Is a Strong Cluster for
Unbounded k

Let A be the tree of all Apresjan clusters. For any A ⊆ L and a, b ∈ A with a �= b,
define sA

Rmaj
(a, b) = |{w ∈ A : ab|w ∈ Rmaj}|. The following lemma allows us to

verify if A is a strong cluster.

Lemma 18. Let A ⊆ L. A is a strong cluster of Rmaj if and only if sRmaj (a, b) =

|L \ A| + sA
Rmaj

(a, b) for all a, b ∈ A with a �= b.

Observe that sA
Rmaj

(a, b) = sA,0,0,0
T[1..k]

(a, b), using the notation from Section 4.1. For

any fixed a ∈ L, the next lemma gives a data structure for computing sA
Rmaj

(a, b) in

O(logk+1 n) time for any cluster A ∈ A and b ∈ A \ {a}.

Lemma 19. For any a ∈ L, we can construct a data structure in O(n logk+1 n) time
which enables us to compute sA

Rmaj
(a, b) = sA,0,0,0

T[1..k]
(a, b) in O(logk+1 n) time for any

cluster A ∈ A that contains the element a and any b ∈ A \ {a}.

Lemma 20. If a node u in A satisfies sRmaj (a, b) = |L\Λ(Au)| + s
Λ(Au)
Rmaj

(a, b), then,

for every ancestor u′ of u, sRmaj (a, b) = |L \ Λ(Au′
)| + s

Λ(Au′
)

Rmaj
(a, b) holds.

Thus, A contains a node ua,b
min such that sRmaj (a, b) = |L \ Λ(Au)| + s

Λ(Au)
Rmaj

(a, b)

for any ancestor u of ua,b
min. In fact, ua,b

min can be found in O(logk+2 n) time:

Lemma 21. Given the data structure in Lemma 19, ua,b
min for any b ∈ L can be found

in O(logk+2 n) time.

Finally, we describe the procedure Verify strong clusters for checking which clus-
ters in A are strong clusters. See Fig. 5 for the pseudocode. First, initialize count(u) = 0
for every node u in A. Then, compute ua,b

min for all a, b ∈ L using Lemma 21, and increase

Procedure Verify strong clusters

Input: A tree A of all Apresjan clusters of sRmaj

Output: A tree including all strong clusters of Rmaj

1: Set count(u) = 0 for all nodes u in A;
2: for a, b ∈ L do
3: Find ua,b

min by Lemma 21 and set count(ua,b
min) = count(ua,b

min) + 1;
4: end for
5: Set sum(u) = 0 for all leaves u in A;
6: for every internal node u ∈ A in bottom-up order do
7: Set sum(u) = count(u) +

∑{
sum(c) : c is a child of u in A};

8: if sum(u) <
(|Λ(Au)|

2

)
then

9: Contract node u; /* Λ(Au) is not a strong cluster */
10: end if
11: end for
12: return A;

Fig. 5. Procedure for checking which Apresjan clusters are strong clusters
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each count(ua,b
min) by 1. Next, set sum(u) to be the total sum of count(v) for all descen-

dants v of u in A. By Lemma 22 below, if sum(u) =
(|Λ(Au)|

2

)
then Λ(Au) is a strong

cluster; otherwise, it is not. In case Λ(Au) is not a strong cluster, contract u in A (that
is, attach all children of u to the parent of u in A and remove the node u). By Lemmas 19
and 21, the running time of Verify strong clusters is O(n2 logk+2 n).

Lemma 22. For any node u in A, Λ(Au) is a strong cluster if and only if sum(u) =(|Λ(Au)|
2

)
.
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