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The goal of an outdegree-constrained edge-modification problem is to find a spanning

subgraph or supergraph H of an input undirected graph G such that either: (Type I)
the number of edges in H is minimized or maximized and H can be oriented to satisfy

some specified constraints on the vertices’ resulting outdegrees; or: (Type II) among
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all subgraphs or supergraphs of G that can be constructed by deleting or inserting a
fixed number of edges, H admits an orientation optimizing some objective involving

the vertices’ outdegrees. This paper introduces eight new outdegree-constrained edge-

modification problems related to load balancing called (Type I) MIN-DEL-MAX, MIN-
INS-MIN, MAX-INS-MAX, and MAX-DEL-MIN and (Type II) p-DEL-MAX, p-INS-

MIN, p-INS-MAX, and p-DEL-MIN. In each of the eight problems, the input is a graph

and the goal is to delete or insert edges so that the resulting graph has an orientation
in which the maximum outdegree (taken over all vertices) is small or the minimum

outdegree is large. We first present a framework that provides algorithms for solving

all eight problems in polynomial time on unweighted graphs. Next we investigate the
inapproximability of the edge-weighted versions of the problems, and design polynomial-

time algorithms for six of the problems on edge-weighted trees.

Keywords: Graph orientation; maximum flow; computational complexity; inapproxima-
bility; load balancing.

1. Introduction

Graph modification problems are fundamental in graph theory and arise in many

theoretical and practical settings, including computational biology [16] and machine

learning [6]. Given a weighted or unweighted graph G = (V,E) and a graph prop-

erty Π, the general objective is to transform the graph G into a graph G′ satisfying

property Π by applying a shortest sequence of graph modification operations. There

are two main types of graph modification problems: vertex-modification problems

and edge-modification problems. In the former, one is allowed to add or remove ver-

tices to or from the graph, while in the latter, the goal is typically to find a spanning

subgraph or supergraph of G satisfying property Π.

A special case of edge-modification problems is when the property Π depends on

the vertices’ degrees. Such degree-constrained edge-modification problems are very

general and include many natural problems such as the Maximum Weight Per-

fect Matching, Maximum r-Factor, Longest Cycle, and General Factor

problems. Indeed, one can regard Maximum Weight Perfect Matching (or

Maximum r-Factor) as the problem of finding a subgraph G′ of G such that:

(i) the degree of every vertex in G′ is one (or exactly r); and (ii) the total weight

of the deleted edges is minimized. Similarly, Longest Cycle is equivalent to the

problem of finding a subgraph G′ such that: (i) the degree of every vertex in G′

is two; (ii) G′ is connected; and (iii) the total weight of the deleted edges is min-

imized. General Factor [13, 14] asks if it is possible to delete edges from G

so that the resulting graph G′ is connected and every vertex v in G′ has degree

equal to a number belonging to a specified set K(v). Many of these problems are

NP-hard; e.g., Longest Cycle as well as General Factor are NP-hard even

for unweighted graphs. Therefore, it is important to identify special cases of them

that can be solved efficiently. One such special case of General Factor is the

new problem MIN-DEL-MAX, introduced below.

An orientation of an undirected graph is an assignment of a direction to each

of its edges. By an outdegree-constrained edge-modification problem, we mean an
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edge-modification problem where the solution is required to admit an orientation

in which the vertices’ outdegrees satisfy some specified constraints.

This paper introduces eight new outdegree-constrained edge-modification prob-

lems that are related to load balancing. To illustrate the connection, consider the

following example. Suppose there is a set of jobs to be completed and a set of

available machines such that:

• each job can be processed by exactly one of two specified machines;

• for any pair of machines, at most one job is imposed; and

• the goal is to assign each job to a machine while minimizing the maximum load

on the machines.

This situation can be represented as an undirected graph whose edges correspond

to jobs and whose vertices correspond to machines; any orientation of such a graph

then gives an assignment where the tail vertex (machine) of each directed edge

has to process that edge (job). Next, suppose that unfortunately, after finding an

optimal solution, it turns out that the maximum load is too high, and so we have

to give up trying to complete all of the jobs. Instead, we compute the fewest jobs to

abandon in order to decrease the resulting maximum load to within some reasonable

amount. In other words, the new goal becomes to find a smallest possible set of

edges to delete from the graph so that the remaining graph can be oriented without

the outdegree of any vertex having to go over some specified limit. This problem is

what we call MIN-DEL-MAX.

The other seven problems introduced below have similar interpretations. As

another example, in the p-INS-MAX problem, the goal is to assign jobs to machines

while maximizing the minimum load (rather than minimizing the maximum) and

in addition to the jobs that can only be processed by one of their two specified

machines, we are allowed to introduce p new jobs to help increase the minimum

load.

We first provide algorithms for solving all of the eight new problems in polyno-

mial time on unweighted graphs. We then prove that each of their generalizations

to edge-weighted graphs cannot be approximated within a ratio of either ρ(n),

1.5 or 2.0 in polynomial time unless P = NP, where n is the number of vertices

in the input graph and ρ(n) ≥ 1 is any polynomial-time computable function.

These inapproximability results hold even for planar bipartite graphs. Finally, as

a tractable subclass of the planar bipartite graphs, we consider the problems on

edge-weighted trees.

1.1. Problem definitions

Let G = (V,E,w) be a simple, undirected, edge-weighted graph, where V and E are

the set of vertices and the set of edges, respectively, and w is a function assigning

a positive integer (weight) to each edge. If w(e) = c for every edge e ∈ E and

c is a positive integer, then G can be considered to be an unweighted graph. For
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simplicity, any unweighted graph G is assumed to satisfy w(e) = 1 for every e ∈ E,

and is defined by V and E only (that is, G = (V,E)).

The vertex set and the edge set ofG are denoted by V (G) and E(G), respectively.

For any u, v ∈ V , the undirected edge with endpoints in u and v is denoted by

{u, v}, and the directed edge from u to v is denoted by (u, v). For G and V ′ ⊆ V ,

the subgraph of G induced by V ′ is denoted by G[V ′]. An orientation Λ of G is

an assignment of a direction to each edge in E, i.e., every {u, v} ∈ E is set to

either (u, v) or (v, u). (Equivalently, Λ is a set of directed edges that consists of

exactly one of the two directed edges (u, v) and (v, u) for every {u, v} ∈ E.) Let

Λ(G) denote the directed graph (V,Λ, w), where w((u, v)) = w({u, v}) for (u, v) ∈ Λ

and {u, v} ∈ E. For any v ∈ V and a fixed orientation Λ of G, define d+(v) as

the weighted outdegree of v under Λ, i.e., d+(v) represents the total weight of v’s

outgoing edges. In an unweighted graph, d+(v) equals the number of edges directed

outwards from v. Also, let Γ(G) be the set of all orientations of G. Finally, for

any unweighted graph G = (V,E), its complement (V,E) is denoted by Gc, where

E = {{u, v} | u, v ∈ V, u 6= v, {u, v} 6∈ E}.
We now define the first four new graph orientation problems. Each of them takes

as input a simple, undirected graph G = (V,E,w) and a positive integer k.

• MIN-DEL-MAX: (Assumes w.l.o.g. that k ≤ minΛ∈Γ(G) maxu∈V d
+(u).)

Find the minimum number of edges whose deletion results in a graph G′

with minΛ∈Γ(G′) maxu∈V d
+(u) ≤ k.

• MIN-INS-MIN: (Assumes w.l.o.g. that k ≥ maxΛ∈Γ(G) minu∈V d
+(u).)

Find the minimum number of edges whose addition results in a simple

graph G′ with maxΛ∈Γ(G′) minu∈V d
+(u) ≥ k.

• MAX-INS-MAX: (Assumes w.l.o.g. that k ≥ minΛ∈Γ(G) maxu∈V d
+(u).)

Find the maximum number of edges whose addition results in a simple

graph G′ with minΛ∈Γ(G′) maxu∈V d
+(u) ≤ k.

• MAX-DEL-MIN: (Assumes w.l.o.g. that k ≤ maxΛ∈Γ(G) minu∈V d
+(u).)

Find the maximum number of edges whose deletion results in a graph G′

with maxΛ∈Γ(G′) minu∈V d
+(u) ≥ k.

The above four problems optimize the number of edges to delete or insert while

ensuring that the graph can be oriented to respect a given bound k on the vertices’

outdegrees. Observe that in the problems MIN-INS-MIN and MAX-INS-MAX,

the resulting graph must be simple. Furthermore, for the edge-weighted problem

variants, the objective is still to optimize the number of deleted/inserted edges

(rather than their total weight). Also, the weights of the inserted edges can be any

positive integers.

Next, we define four additional problems. Each of them takes as input a simple,

undirected graph G = (V,E,w), but now the number of edges to be deleted/inserted
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is a fixed integer p, and the objective is to compute the minimum/maximum value

of the bound k that is achieved after deleting/inserting exactly p edges. For p-INS-

MIN and p-INS-MAX, the weight of an inserted edge can be arbitrary as long as

it is a positive integer.

• p-DEL-MAX: Find the smallest possible value of minΛ∈Γ((V,E\E′)) maxu∈V
d+(u) taken over all E′ ⊆ E with |E′| = p.

• p-INS-MAX: Find the smallest possible value of minΛ∈Γ((V,E∪E′)) maxu∈V
d+(u) taken over all E′ ⊆ E(Gc) with |E′| = p.

• p-INS-MIN: Find the largest possible value of maxΛ∈Γ((V,E∪E′)) minu∈V
d+(u) taken over all E′ ⊆ E(Gc) with |E′| = p.

• p-DEL-MIN: Find the largest possible value of maxΛ∈Γ((V,E\E′)) minu∈V
d+(u) taken over all E′ ⊆ E with |E′| = p.

We have just defined eight related problems. Their names follow the pattern

A-B-C, where:

• A is MIN, MAX, or p, depending on whether the number of modified edges in

the input graph is to be minimized, to be maximized, or equal to p.

• B is either DEL or INS, specifying whether edges are to be deleted or inserted.

• C is MIN or MAX, depending on whether the minimum outdegree (taken over

all vertices) should be large or the maximum outdegree should be small.

Throughout the paper, let n = |V | and m = |E| for any given instance of the

above eight problems. ∆ is the (unweighted) maximum degree taken over all vertices

in the input G. Any algorithm ALG is called a σ-approximation algorithm if the

following inequality holds for every input graph G: max
{

#ALG(G)
#OPT (G) ,

#OPT (G)
#ALG(G)

}
≤ σ,

where #ALG(G) and #OPT (G) are the number of deleted or inserted edges by

ALG and an optimal algorithm, respectively. Note that the output of each of the

eight problems defined above is a number. Consequently, the algorithms designed

in this article output numbers. In case an actual set of edges to delete or insert

(along with a corresponding orientation) is required, it is straightforward to modify

the algorithms accordingly.

1.2. Related work

Given an undirected unweighted/edge-weighted graph G, the objective of Mini-

mum Maximum Outdegree Problem (MinMaxO) is to find an orientation of

G such that the maximum outdegree of a vertex is minimized. In other words,

MinMaxO computes minΛ∈Γ(G) maxu∈V d
+(u) for the input undirected graph.

The problem MinMaxO was previously studied in, e.g., [4, 7, 8, 10, 17]. If the
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input is restricted to unweighted graphs, then MinMaxO can be solved in lin-

ear time for planar graphs [10] and in polynomial time for general graphs [17].

The problem of computing maxΛ∈Γ(G) minu∈V d
+(u) for an undirected graph G is

called Maximum Minimum Outdegree Problem (MaxMinO) in [2]: Given an

undirected unweighted/edge-weighted graph G, the objective of MaxMinO is to

find an orientation of G such that the minimum outdegree of a vertex is maxi-

mized. MaxMinO can also be solved in polynomial time for unweighted graphs

(Theorem 8 in [2]). (This is why the input k to MIN-DEL-MAX, MIN-INS-

MIN, MAX-INS-MAX, and MAX-DEL-MIN can be assumed w.l.o.g. to sat-

isfy k ≤ minΛ∈Γ(G) maxu∈V d
+(u) or k ≥ maxΛ∈Γ(G) minu∈V d

+(u).) On the other

hand, when the input is generalized to edge-weighted graphs, both MinMaxO and

MaxMinO become NP-hard [2, 4].

A variant of MinMaxO in which one may perform p split operations on the

vertices (corresponding to adding p extra machines in the load balancing setting

described above) before orienting the edges was studied in [1]. That problem seems

harder than the eight problems studied here, as it is NP-hard even for unweighted

graphs when p is unbounded [1].

1.3. Our contributions and organization of the paper

Section 2 presents polynomial-time algorithms for the new problems on unweighted

graphs. See Table 1 for a summary of their computational complexity. In Sec. 3 we

develop polynomial-time algorithms for six of the eight problems on edge-weighted

Table 1. The computational complexity of the algorithms in

Sec. 2 for unweighted graphs.

Problem Time complexity Reference

MIN-DEL-MAX O(m2 logn) Theorem 3
MIN-INS-MIN O(n4 logn) Theorem 5
MAX-INS-MAX O(n4 logn) Theorem 5

MAX-DEL-MIN O(m3/2 logm log2 ∆) Theorem 4

p-DEL-MAX O(m2 logn) Theorem 3
p-INS-MIN O(n4 logn) Theorem 5
p-INS-MAX O(n4 logn) Theorem 5

p-DEL-MIN O(m2 logn) Theorem 3

Table 2. The computational complexity of the algorithms in Sec. 3.1

for edge-weighted trees, where wmax is the maximum weight of edges.

Problem Time complexity Reference

MIN-DEL-MAX O(n) Theorem 8

MIN-INS-MIN O(n) Theorem 10

MAX-INS-MAX unknown
MAX-DEL-MIN O(n) Theorem 7

p-DEL-MAX O(n) Theorem 8
p-INS-MIN O(n logwmax∆) Theorem 11
p-INS-MAX unknown

p-DEL-MIN O(1) Theorem 7
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Table 3. The inapproximability in Sec. 3.2 for edge-weighted
planar bipartite graphs, where ρ(n) ≥ 1 is any polynomial-time

computable function.

Problem Inapproximability Reference

MIN-DEL-MAX ρ(n) Theorem 12
MIN-INS-MIN ρ(n) Theorem 14

MAX-INS-MAX ρ(n) Theorem 15
MAX-DEL-MIN ρ(n) Theorem 16
p-DEL-MAX 1.5 Theorem 13

p-INS-MIN 2 Theorem 14
p-INS-MAX 1.5 Theorem 17
p-DEL-MIN 2 Theorem 17

trees that are summarized in Table 2. Then we show the polynomial-time inap-

proximability for planar bipartite edge-weighted graphs for all eight problems, as

summarized in Table 3. Finally, we conclude the paper in Sec. 4.

2. Unweighted Graphs

In this section, all graphs are assumed to be unweighted. We present polynomial-

time algorithms for the new problems on unweighted graphs. Rather than developing

a separate algorithm for each problem, our strategy is to give a unified framework

from which each of the eight algorithms follows as a special case.

2.1. The directed graphs NG and NH

We take advantage of the problems’ structural similarities by encoding the input

graph G in all eight cases as a directed graph NG, augmenting NG with edge

capacities as defined below to obtain a flow network, and then using binary search

together with a fast algorithm for computing maximum flows. NG is the same for

all problems; only the edge capacities in the flow network depend on which of the

problems is being solved. The encoding used here is an extension of the one in [4]; to

be precise, the definition of NG follows the basic construction in [4] and then adds

auxiliary vertices and directed edges that can capture the deletion and insertion of

edges in the input graph.

The formal definition of NG is as follows. For any graph G = (V,E), construct

the directed graph NG = (VG, EG) with vertex set VG and edge set EG by defining:

E = {{u, v} | u, v ∈ V, u 6= v, {u, v} 6∈ E}

VG = V ∪ E ∪ E ∪ {x, y, r, s, t}

EG = {(s, v) | v ∈ V } ∪ {(u, e), (v, e) | e = {u, v} ∈ E ∪ E} ∪ {(r, e) | e ∈ E}

∪ {(e, x) | e ∈ E} ∪ {(e, y) | e ∈ E} ∪ {(s, r), (x, t), (y, t)}.

Note that if e = {u, v} ∈ E (or E), then NG contains two directed edges (u, e) and

(v, e) for e in the vertex subset E (or E) of NG. Note that the vertex r and the set
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Fig. 1. An example of an unweighted graph G and the directed graph NG constructed from G. All

edges are directed from left to right in NG. The part surrounded by the dashed lines represents NH .

of vertices in E capture deletion and insertion of edges respectively, mentioned in

the previous paragraph. See Fig. 1 for an illustration.

For the capacities of edges in NG, we use three parameters α, β, and γ whose

values are positive integers that will be specified by the algorithms. Intuitively,

α, β, and γ respectively correspond to the number of edges deleted from G, the

number of edges inserted into G, and maximum/minimum outdegree of a vertex

in Λ(G), where an orientation Λ of G is obtained from a maximum flow in NG.

For notational convenience, let NG(α;β; γ) = (VG, EG, cap) be the flow network

obtained by augmenting NG with edge capacities cap:

cap(a) =



γ, if a = (s, v) for v ∈ V
α, if a = (s, r)

|E|, if a = (x, t)

β, if a = (y, t)

1, otherwise.

For each of the problems, we will fix two of the three parameters α, β, and γ, and

then find minimum/maximum value of the remaining one parameter such that the

size of a maximum flow in NG(α;β; γ) satisfies a condition which will be given later.

We remark that maximum flows in suitably defined flow networks were previously

used to solve some other graph orientation problems in [1–4]. The definition of NG

that we present here is more general.

Section 2.2 shows two properties of NG which will be used to develop the

algorithms. In Sec. 2.3, we design the algorithms with NG and analyze the time

complexity of the obtained algorithms. To solve MIN-INS-MIN, p-INS-MIN,

MAX-INS-MAX, and p-INS-MAX, we need to explicitly construct the entire

directed graph NG. However, for MIN-DEL-MAX, p-DEL-MAX, MAX-DEL-

MIN, and p-DEL-MIN, the algorithms will only need the induced subgraph
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Table 4. Summary of how to assign the edge capacities in the flow network to solve
the different problems. A “−” indicates that the edge (y, t) is not included in the

network.

Problem Graph cap(x, v) cap(s, r) cap(y, t) cap(x, t) others

MIN-DEL-MAX NH k α – |E| 1

MIN-INS-MIN NG k 0 β |E| 1
MAX-INS-MAX NG k 0 β |E| 1

MAX-DEL-MIN NH k α – |E| 1

p-DEL-MAX NH γ p – |E| 1
p-INS-MIN NG γ 0 p |E| 1

p-INS-MAX NG γ 0 p |E| 1

p-DEL-MIN NH γ p – |E| 1

NH = NG[V ∪E ∪{s, r, x, t}] of NG, and so these algorithms’ running times will be

lower when G is sparse. Table 4 summarizes how to set the edge capacities in NG

to solve the eight problems; please refer to the subsections below for details.

2.2. Properties of NG

The following lemma relates the size of the maximum flow in NG(α;β; γ) to the

number of edges that need to be deleted or inserted to obtain an orientation with

bounded outdegree. This lemma plays an important role in designing algorithms

for the four problems MIN-DEL-MAX, MAX-INS-MAX, p-DEL-MAX, and p-

INS-MAX.

Lemma 1. There exists a flow in NG(α;β; γ) with value |E|+β if and only if there

are two sets SD ⊆ E and SI ⊆ E with |SD| = α and |SI | = β such that modifying G

by deleting SD and inserting SI yields a graph that can be oriented so that every

vertex has outdegree at most γ.

Proof. (⇒) Suppose there exists a flow in NG(α;β; γ) with the value |E|+β. Since

the edge capacities are integers, we can assume that every edge has a nonnegative

integral flow by the integrality theorem (see, e.g., [11]). To obtain a total flow of

|E|+β, both edges incident to t must be utilized to their maximum capacity, which

means that: (i) exactly |E| units of flow enter x; and (ii) exactly β units of flow

enter y.

Define the set SD as follows. Let j be the amount of flow through the vertex r.

Then there are j directed edges in NG(α;β; γ) of the form (r, e), where e ∈ E,

through which a unit of flow passes. For each such (r, e), include the corresponding

edge e from G in SD. Since the capacity of the edge (s, r) was set to α, it holds

that j ≤ α. Also insert α − j additional arbitrarily chosen edges from G into SD.

This gives |SD| = α. Similarly, let SI be the subset of E such that for every e ∈ SI ,

a unit of flow passes through (e, y) in NG(α;β; γ). By property (ii), |SI | = β.

Now let G′ be the graph obtained from G by deleting SD and inserting SI .

Construct an orientation of G′ as follows: For every edge of the form (v, e) in

NG(α;β; γ) that receives a unit of flow, where v ∈ V and e ∈ E, orient the edge e

in G′ away from v. This gives an orientation of G′ because by property (i), every
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original edge e in E receives a unit of flow from either r, in which case e does not

exist in G′, or from a vertex in V , in which case e is assigned a direction in G′.

Finally, for each u ∈ V , at most γ units of flow can exit u, so d+(u) ≤ γ and hence

minΛ∈Γ(G′) maxu∈V d
+(u) ≤ γ.

(⇐) Conversely, suppose there is a set SD of α edges in E and a set SI of

β edges in E such that deletion of SD from G with insertion of SI to G yields a

graph G′ with minΛ∈Γ(G′) maxu∈V d
+(u) ≤ γ. Let Λ be a fixed orientation of G′

with maxu∈V d
+(u) ≤ γ. For each e = {u, v} ∈ (E\SD)∪SI , if e is oriented as (u, v)

in Λ then define e0 = u; otherwise, define e0 = v. Construct a flow in NG(α;β; γ)

as follows:

• For each e ∈ E \SD, send one unit of flow from s to e0, from e0 to e, from e to x,

and from x to t. The contribution to the total flow is |E| − α.

• For each e ∈ SD, send one unit of flow from s to r, from r to e, from e to x, and

from x to t. The contribution to the total flow is α.

• For each e ∈ SI , send one unit of flow from s to e0, from e0 to e, from e to y, and

from y to t. The contribution to the total flow is β.

No edge capacity constraints are violated and the total flow is thus |E|−α+α+β =

|E|+ β.

The following lemma for the problems MIN-INS-MIN, MAX-DEL-MIN, p-

INS-MIN, and p-DEL-MIN is very similar to Lemma 1, which again relates the

size of the maximum flow in NG(α;β; γ) to the number of edges that need to be

deleted or inserted.

Lemma 2. There exists a flow in NG(α;β; γ) with value nγ + α if and only if

there are two sets SD ⊆ E and SI ⊆ E with |SD| = α and |SI | = β such that

modifying G = (V,E) by deleting SD and inserting SI yields a graph that can be

oriented so that every vertex has outdegree at least γ.

Proof. (⇒) The proof is analogous to the proof of Lemma 1. The main difference

is that all the edges incident to s (instead of t) must be utilized to their maximum

capacity. The set SD includes α edges from G corresponding to the α directed edges

of the form (r, e) through which a unit of flow passes. Then, SI similarly includes the

set S of edges from G corresponding to the directed edges of the form (e, y) through

which a unit of flow passes, and also includes an arbitrary set of β−|S| edges in E\S
if |S| < β. Using a similar argument as in the proof of Lemma 1, we can define G′ as

the graph obtained from G by deleting SD and inserting SI , and find an orientation

of G′ with d+(u) ≥ γ for all u ∈ V and hence maxΛ∈Γ(G′) minu∈V d
+(u) ≥ γ. (Note

that the maximum flow may not determine the directions of all edges in G′. Such

edges can be oriented arbitrarily because they will never decrease the outdegree of

a vertex.)

(⇐) As in the second part of the proof of Lemma 1, let G′ be the modified graph and

let Λ be its orientation. Construct another graph G′′ as follows: First, for any vertex
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u with d+(u) > k in Λ(G′), remove d+(u)−k arbitrary outgoing edges from u; then,

replace every directed edge (u, v) by an undirected edge {u, v}. The maximum flow

of NG(α;β; γ) is constructed based on Λ(G′′) as in the proof of Lemma 1. Finally,

its size is (nγ − β) + α+ β = nγ + α, where nγ − β, α, and β are respectively the

(total) sizes of the flows in the edges of the form (v, e), the edge (s, r), and the edge

(y, t).

2.3. Algorithms

2.3.1. Algorithm descriptions

We first present an algorithm for solving MIN-DEL-MAX based on Lemma 1 and a

binary search. Then, we explain how to modify the algorithm to MAX-INS-MAX,

p-DEL-MAX, and p-INS-MAX, and how to use Lemma 2 to solve MIN-INS-

MIN, MAX-DEL-MIN, p-INS-MIN, and p-DEL-MIN in the same way. All of

the resulting algorithms run in polynomial time. Recall that some of the problems

only need the subgraph NH of NG. This will lead to more efficient algorithms for

them than those that use the whole NG.

To solve MIN-DEL-MAX, we set β = 0, and γ = k. Setting β = 0 means that

we do not insert any edge into G, and hence we only need the part NH of NG here.

Let NH(α; k) denote the subgraph of NG(α; 0; k) induced by {s, r, x, y, t} ∪ V ∪ E.

Recall that the value of k is already fixed in MIN-DEL-MAX. By Lemma 1,

the minimum number of edges that need to be deleted to obtain a graph G′ with

minΛ∈Γ(G′) maxu∈V d
+(u) ≤ k (= γ) is the same as the smallest value of α such that

there exists a flow in NH(α; k) (or NG(α; 0; k)) of size |E|. A binary search on α

will give this minimum value. The algorithm’s pseudocode is listed in Fig. 2. The

binary search on α is conducted by the lines 1–3 and 6–11 of the algorithm. Then

the construction of NH(α; k) and solving the maximum flow problem on NH(α; k)

are done in lines 4 and 5.

The algorithms for the other seven problems are analogous to the above. For

this reason, we omit the pseudocodes and only give a brief explanation of how to

adapt the algorithm to each of the problems.

For p-DEL-MAX, we set α = p and β = 0, and solve the maximum flow prob-

lem for NH(p; γ) (or NG(p; 0; γ)). Since the capacity γ of edges of the form (s, v)

corresponds to the outdegree of v, we do a binary search on γ to find the smallest

value of γ for which there is a flow of size |E| in NH(p; γ). Similarly, to solve MAX-

INS-MAX, we set α = 0 and γ = k. By Lemma 1, the maximum number of edges

that may be inserted to obtain a graph G′ with minΛ∈Γ(G′) maxu∈V d
+(u) ≤ k is

the same as the largest value of β such that there exists a flow in NG(0;β; k) of

size |E|+β. We use a binary search on β to find the maximum value of β for which

the condition holds. For p-INS-MAX, set α = 0 and β = p. We use a binary search

on γ to find the smallest γ such that there is a flow in NG(0; p; γ) of size |E|+ p.

For the remaining four problems MIN-INS-MIN, MAX-DEL-MIN, p-INS-

MIN, and p-DEL-MIN, we use the same strategy but apply Lemma 2 instead of

Lemma 1: For MIN-INS-MIN, we set α = 0 and γ = k. Then a binary search
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1: αmin ← 0, αmax ← |E|;
2: repeat

3: α← b(αmin + αmax)/2c;
4: Construct NH(α; k);

5: Solve the maximum flow problem on NH(α; k). Let f be the

value of the maximum flow of NH(α; k);
6: if f = |E| then

7: αmax ← α;

8: else

9: αmin ← α;

10: end if

11: until αmin ≥ αmax

12: Output α and halt;

Fig. 2. The algorithm for MIN-DEL-MAX on unweighted graphs.

on β is conducted to find the minimum value of β such that there exists a flow in

NG(0;β; k) of size nk. For p-INS-MIN, we set α = 0 and β = p. Then we use a

binary search on γ to find the maximum value of γ such that there exists a flow in

NG(0; p; γ) of size nγ. For MAX-DEL-MIN, we set β = 0 and γ = k. Again we use

a binary search on α to find the maximum value of α such that there exists a flow

in NH(α; k) of size nk+α. For p-DEL-MIN, we set α = p and β = 0, and then use

a binary search on γ to find the maximum value of γ such that there exists a flow

in NH(p; γ) of size nγ + p.

2.3.2. Time complexity of the algorithms

First we analyze the time complexity of the algorithms utilizingNH . Let n = |V | and

m = |E| for a given graph G = (V,E), and let N = |V (NH)| and M = |E(NH)|. We

note that for the directed graph NH , N = n+m+4 and M = n+4m+2. For MIN-

DEL-MAX, the search for α = O(m) can be carried out using the binary search

technique, which takes O(logm) = O(log n) time since m = O(n2). The maximum

flow problem on NH(α; k) can be solved in O(MN) time [15], so MIN-DEL-MAX

can also be solved in O(m2 log n) time. Since γ = O(n), in a similar way, we can

analyze the time complexity of our algorithms for p-DEL-MAX, MAX-DEL-MIN,

and p-DEL-MIN. Thus we have:

Theorem 3. For unweighted graphs, MIN-DEL-MAX, p-DEL-MAX, MAX-

DEL-MIN, and p-DEL-MIN can be solved in O(m2 log n) time.

For MAX-DEL-MIN, the time complexity can in fact be further improved

by using Theorem 8 in [2] instead, which states that MaxMinO is solvable in

O(m3/2 logm log2 ∆) time for unweighted graphs. More precisely, we have:

Theorem 4. MAX-DEL-MIN can be solved in O(m3/2 logm log2 ∆) time for

unweighted graphs.
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Proof. First compute an orientation by which the minimum outdegree has value

maxΛ∈Γ(G) minu∈V d
+(u) (≥ k) using the algorithm for MaxMinO for unweighted

graphs from [2], and obtain a directed graph. Then delete d+(v) − k arbitrary

outgoing edges from each vertex v in the directed graph to get a directed graph

G′ with d+(v) = k for every v ∈ V . This deletion of edges only needs linear time

since we can delete an arbitrary set of outgoing edges for each vertex. The number

of deleted edges is the maximum possible: Since every vertex has outdegree k,

the number of directed edges in the graph is nk, and so deleting any more edges

would result in some vertex having outdegree strictly less than k by the pigeonhole

principle. Thus MAX-DEL-MIN can be solved in O(m3/2 logm log2 ∆) time.

As for the other four algorithms utilizing NG, let N = |VG| = n(n+1)
2 + 5 and

M = |EG| = n(3n−1)
2 + m + 3 in the directed graph NG. For MIN-INS-MIN,

the search for β = O(m) can be carried out using the binary search technique

and therefore takes O(logm) = O(log n) time. The maximum flow problem on

NG(0;β; k) can be solved in O(MN) time [15], so MIN-INS-MIN can also be solved

in O(n4 log n) time. Using γ = O(m), we can bound the time complexity of our

algorithms for p-INS-MIN, MAX-INS-MAX, and p-INS-MAX in the same way.

We obtain:

Theorem 5. For unweighted graphs, MIN-INS-MIN, p-INS-MIN, MAX-INS-

MAX, and p-INS-MAX can be solved in O(n4 log n) time.

We remark that at the end of each of the eight algorithms, one may also output

the edges to be deleted/inserted and an orientation of the resulting graph that

corresponds to the computed optimal value without increasing the time complexity

simply by taking the solution to the maximum flow problem that was obtained in

the final iteration and applying the constructions in the proofs of Lemmas 1 and 2.

3. Edge-Weighted Graphs

In this section, we consider edge-weighted graphs. First, in Sec. 3.1, we restrict our

attention to edge-weighted trees, and develop polynomial-time algorithms for six

of the eight problems. Then, Sec. 3.2 shows the inapproximability for all of the

eight problems on edge-weighted planar bipartite graphs. Unless stated otherwise,

all graphs considered in this section are edge-weighted. Throughout this section,

although the input graphs belong to some restricted graph class, the edge-modified

graphs have no such restrictions.

3.1. Polynomial-time algorithms for edge-weighted trees

Assuming P6= NP, inapproximability of the problems on planar bipartite graphs will

be shown in Sec. 3.2. In this section, we design exact polynomial-time algorithms for

some of the problems on trees which is a representative subclass of planar bipartite

graphs.
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The important thing here is that we know the optimal costs, i.e., the maximum

outdegree of a vertex for MinMaxO and the minimum outdegree of a vertex for

MaxMinO on a tree: For MinMaxO, the maximum outdegree of a vertex under

any orientation is at least the maximum weight of the edges. Indeed, choosing an

arbitrary root and directing all the edges towards the root gives this optimal cost.

Then, for MaxMinO, the minimum outdegree of a vertex under any orientation is

0, since there exist only n − 1 edges so that at least one of n vertices cannot have

outgoing edges under any orientation.

Observation 6. For edge-weighted trees, the optimal costs for MinMaxO and

MaxMinO are wmax and 0, respectively, where wmax is the maximum weight of

edges.

3.1.1. MAX-DEL-MIN and p-DEL-MIN

Based on Observation 6, we immediately have the following theorem:

Theorem 7. For edge-weighted trees, MAX-DEL-MIN and p-DEL-MIN can be

solved in O(n) time and O(1) time, respectively.

Proof. Since the optimal cost k′ for MaxMinO on edge-weighted trees is 0, the

input k of MAX-DEL-MIN must be zero since k ≤ k′. Hence an algorithm deleting

all the edges solves MAX-DEL-MIN, i.e., the maximum number of deleted edges

equals the number of edges in the input which can be obtained in O(n) time.

Similarly, for p-DEL-MIN, deleting p arbitrary edges obtains the optimal (the

largest minimum) outdegree zero. Indeed, we do not delete any edge and can just

answer the optimal solution zero, which can be done in O(1) time.

3.1.2. MIN-DEL-MAX and p-DEL-MAX

The solutions to MIN-DEL-MAX and p-DEL-MAX are relatively straightfor-

ward, as shown in the next theorem.

Theorem 8. For edge-weighted trees, MIN-DEL-MAX and p-DEL-MAX can be

solved in O(n) time.

Proof. Let wmax be the maximum weight of edges in the input tree. For MIN-

DEL-MAX, the algorithm just outputs the number of edges having weight larger

than k, whose running time is O(n). First for the case k ≥ wmax, we do not need to

delete any edge from the input tree, since the optimal orientation of MinMaxO for

the input tree gives the maximum outdegree wmax from Observation 6. Hence the

number of deleted edges is zero which is clearly optimal. For the case k < wmax, if

there remains an edge of weight larger than k, the maximum outdegree under any

orientation is also larger than k from Observation 6. Therefore the algorithm needs

to delete all such edges.
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As for p-DEL-MAX, the algorithm first finds an edge having the p-th largest

weight (denoted by wp) breaking ties arbitrarily, and then removes the edges of the

largest weight through the p-th largest weight, so that the answer to the problem

is the (p + 1)-st largest weight of the edges. The running time of this algorithm is

O(n) by solving the selection problem [11]. If there remains an edge whose weight

is larger than wp in the resulting graph, the maximum outdegree of a vertex must

be greater than wp from Observation 6. Thus, the removed set of the edges is

optimal.

3.1.3. MIN-INS-MIN and p-INS-MIN

To develop fast algorithms for MIN-INS-MIN and p-INS-MIN, a more detailed

investigation is needed.

MIN-INS-MIN on stars. Let us consider the case that the input tree is a star,

with root r and leaves v0, v1, . . . , vn−2. The algorithm for MIN-INS-MIN is listed

in Fig. 3. Note that we maintain Λ in the algorithm just to clarify the orientation

of edges; to answer the problem we only need to obtain S.

Lemma 9. For edge-weighted stars, MIN-INS-MIN can be solved in O(n) time.

Proof. If
∑

v∈V w(r, v) < k, there is no feasible solution, since we cannot insert

any edge for the root r, so that the outdegree of r is less than k in any orientation.

Lines 1–3 in the algorithm does this evaluation.

Suppose that
∑

v∈V w(r, v) ≥ k. Line 4 of the algorithm partitions the vertex set

into two subsets Vs and Vb, depending on whether the weight of the edge incident

to a vertex is less than k or not. Consider a vertex vi ∈ Vs. Even if we orient the

1: if
∑

v∈V w(r, v) < k then

2: Output “No” and halt;

3: end if

4: Divide the vertex set V into two sets Vs = {vi | w({r, vi}) < k} and Vb = {vi |
w({r, vi}) ≥ k};

5: Λ ←
⋃

vi∈Vs
{(r, vi)} and S ←

⋃
vi∈Vs

{{vi, v(i+1) mod (n−1)}}, where

w({vi, v(i+1) mod (n−1)}) = k;

6: if
∑

vi∈Vs
w({r, vi}) ≥ k then

7: Λ← Λ ∪
⋃

vi∈Vb
{(vi, r)};

8: else

9: Pick one arbitrary vertex vj from Vb;

10: Λ← Λ ∪ {(r, vj)} ∪
⋃

vi∈Vb\{vj}{(vi, r)};
11: S ← S ∪ {{vj , v(j+1) mod (n−1)}}, where w({vj , v(j+1) mod (n−1)}) = k;

12: end if

13: Output |S| and halt;

Fig. 3. The algorithm for MIN-INS-MIN for edge-weighted stars.
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edge {r, vi} as (vi, r), we need to add at least one edge for vi in order to increase its

outdegree to k. Hence edges of weight k in Vs are inserted in line 5 of the algorithm.

Here, the weight of the inserted edge {r, vi} may be decreased to k − w(r, vi) by

carefully selecting from either of (r, vi) and (vi, r) as orientation of the edge {r, vi}.
However this does not contribute to reduce the number of inserted edges, and so

we just orient the edge as (r, vi) and then set the weight of the inserted edge

{vi, v(i+1) mod (n−1)} as k for every vi ∈ Vs.
If

∑
vi∈Vs

w({r, vi}) ≥ k, the outdegree of r under Λ is at least k after line 5 is

done, by which we can orient {r, vi} as (vi, r) for vi ∈ Vb (this is done in line 7)

and no more edges need to be inserted. Otherwise, i.e. if
∑

vi∈Vs
w({r, vi}) < k, we

must choose one vertex vj ∈ Vb and orient {r, vj} as (r, vj) to make the outdegree

of r at least k, since we cannot insert any edge for the root r (this is done in lines

9 and 10). Here vj can be arbitrarily selected from Vb, since the weight of the edge

incident to such a vertex is at least k. Then we need to insert one more edge of

weight k for vj , which is done in line 11.

As for the running time, every line of the algorithm can be done in O(n) time.

Hence the total running time is also O(n).

MIN-INS-MIN on non-stars. We observe that there is at most one vertex of

degree at least n − 2 in a tree if n ≥ 5: If there is one vertex of degree n − 1, the

tree forms a star, and there is no other vertex of degree at least n− 2. Suppose for

contradiction that there are two vertices r1 and r2 of degree n − 2. In this case,

there exists only one vertex v which is not adjacent to r1. If r2 = v, then the set

of the neighbor vertices of r1 is the same as the one of r2, so that there is a cycle

which contradicts the fact that the considered graph is a tree. Otherwise, i.e., if

r2 6= v which means that r2 is adjacent to r1, n−3 vertices chosen from the neighbor

vertices of r1 and v are adjacent to r2 that also derives existence of a cycle since

n ≥ 5. This again contradicts the fact that the considered graph is a tree.

Since a brute force algorithm can be used for trees having at most 4 vertices, we

assume that the input tree has at least 5 vertices and there is at most one vertex

of degree n− 2 (the input is not a star).

Before describing the algorithm, we introduce notation only used for the algo-

rithm. For a vertex v, its target t(v) is a vertex satisfying that t(v) is not adjacent

to v in the input graph and if t(v) = u for a vertex u, then t(u) 6= v. For a vertex

u and a fixed (partial) orientation Λ, d+(Λ, u) = |{(u, v) ∈ Λ}|, where “partial”

means that Λ may determine directions of proper subset of edges in the input graph.

For a vertex v, E(v) denotes the set of edges connected to v. Note here that any

unoriented degree is not counted in d+(Λ, u). A vertex v is a boundary vertex (under

Λ) if only one edge in E(v) is not unoriented and the other |E(v)| − 1 edges are

oriented in Λ. Then, the unoriented edge is named boundary edge. Figure 4 is a

description of a simple algorithm in a bottom-up greedy manner.

We begin our discussion of the running time by showing that we can find a

target for every vertex in linear time: In line 1 of the algorithm, we need to find a
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1: For every v ∈ V , find a target t(v);

2: S ← ∅ and Λ← ∅;
3: repeat

4: Pick a boundary vertex u and let its connecting boundary edge be e={u, v};
5: if d+(Λ, u) ≥ k then

6: Λ← Λ ∪ {(v, u)};
7: else

8: if d+(Λ, u) + w(e) ≥ k then

9: Λ← Λ ∪ {(u, v)};
10: else

11: S ← S ∪ {{u, t(u)}} with w({u, t(u)}) = k

12: Λ← Λ ∪ {(v, u), (u, t(u))};
13: end if

14: end if

15: until there is no boundary vertex

16: Output |S| and halt;

Fig. 4. The algorithm for MIN-INS-MIN for edge-weighted trees, except for stars.

target t(v) for every v. Let v1 be the vertex of degree n− 2 if such a vertex exists,

otherwise v1 is chosen arbitrarily. There is a vertex v2 which is not adjacent to v1,

and so we set t(v1) = v2. Since the degree of v2 is less than n− 2, there must be a

vertex v3 6= v1, which is not adjacent to v2. So, we set t(v2) = v3. We can repeat

this procedure because the vertices except for v1 have at least two non-adjacent

vertices. Repeating this, if a vertex whose target is already chosen is again selected

as a target of some vertex (it is OK itself), we pick a vertex from vertices whose

targets have not been determined as the start point of this procedure, and then

continue. The target t(v) can be chosen arbitrarily from the vertices not adjacent

to v except for a vertex whose target is v, which can be done by scanning edges

connected to v and maintaining t(u) and t−1(u) for every vertex u. Hence, the line

1 of the algorithm can be done in O(n) time. Since each edge is picked only once in

line 4, the total running time of the algorithm is O(n) with maintenance of the set

of boundary vertices, Λ, and d+(Λ, u) for every vertex u.

We observe that the output S of the algorithm is optimal. Consider a tree G, a

partial orientation Λ of G, and a boundary edge e = {u, v} in G.

• The case d+(Λ, u) ≥ k (line 5): In this case, orienting {u, v} as (v, u) is clearly

better than orienting it in the reverse direction (u, v).

• The case d+(Λ, u) < k and d+(Λ, u) + w(e) ≥ k (line 8): If we orient the edge

e as (v, u), this increases the outdegree of v, however, we need to insert an edge

of weight at least k − d+(Λ, u) for u. Moreover we may need one more edge for

v to increase its outdegree. Namely, we need to insert one or two edges for this

case. On the other hand, orienting the edge e as (u, v) increases the outdegree of
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u to at least k, i.e., insertion of an edge is not required for u. By this saving of an

insertion, we can insert an edge for v of weight k without increasing the number

of inserted edges compared to the case e is oriented as (v, u).

• The case d+(Λ, u) + w(e) < k (line 10): Even if we orient e as (u, v), we need

to insert one edge of weight at least k − (d+(Λ, u) + w(e)) for u. So an optimal

orientation includes (v, u) as the direction of {u, v} with an inserted edge of weight

at least k − d+(Λ, u), which is better since the number of the inserted edges is

the same and v’s (temporal) outdegree is larger.

In summary, we have the following theorem by Lemma 9 and the above

discussion:

Theorem 10. For edge-weighted trees,MIN-INS-MIN can be solved in O(n) time.

p-INS-MIN. As seen in the algorithm for MIN-INS-MIN in Fig. 4, if p ≥ n and

the input is not a star, the minimum outdegree can be enlarged as much as we

want, since for every vertex, we can prepare a target and insert an edge of arbitrary

weight, which can be oriented towards the target. Hence assume p ≤ n − 1 or the

input is a star in the following.

Let us first consider the case that the input is a star and p ≥ n−1. Let r denote

the root of the input. We cannot insert any edge for r. Hence the possible maximum

outdegree of r is
∑

v∈V \{r} w({r, v}), where V is the set of vertices in the input. Let

this value be B. For leaves v0, v1, . . . , vn−2, we insert an edge {vi, v(i+1) mod (n−1)}
of weight B for 1 ≤ i ≤ n−1. As a result, every vertex has outdegree B by orienting

{r, vi} as (r, vi) and {vi, v(i+1) mod (n−1)} as (vi, v(i+1) mod (n−1)), i.e., the optimal

solution (the largest minimum outdegree) is B, which can be obtained in O(n) time.

There are two cases to consider: The input is a star and p ≤ n − 2, and the

input is not a star and p ≤ n − 1. Both of these cases imply that there is at least

one vertex that is not adjacent to an inserted edge. Thus, the largest minimum

outdegree of the vertices is at most wmax∆, where wmax is the maximum weight

of edges and ∆ is the maximum (unweighted) degree of vertices. Utilizing the

algorithm for MIN-INS-MIN, for a fixed `, 1 ≤ ` ≤ wmax∆, we check whether

there is a set of p edges such that the minimum outdegree is at least `. The search

for the largest ` (the optimal solution) can be carried out using a binary search

and hence takes O(log(wmax∆)) time. Therefore the total running time of this

algorithm is O(n log(wmax∆)), since the algorithm for MIN-INS-MIN spends O(n)

time. Then we have the following theorem:

Theorem 11. For edge-weighted trees, p-INS-MIN can be solved in

O(n logwmax∆) time.

3.2. Inapproximability for edge-weighted planar bipartite graphs

MinMaxO is known to be NP-hard for edge-weighted planar bipartite graphs [5].

This implies the following inapproximability:
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Theorem 12. There is no polynomial-time ρ(n)-approximation algorithm for

MIN-DEL-MAX on edge-weighted planar bipartite graphs unless P = NP, where

ρ(n) ≥ 1 is any polynomial-time computable function.

Proof. Suppose for the sake of obtaining a contradiction that there exists a

polynomial-time ρ(n)-approximation algorithm ALG for some polynomial-time com-

putable function ρ(n) ≥ 1 for MIN-DEL-MAX on edge-weighted planar bipartite

graphs. Then, ALG can find an orientation in a given graphG in polynomial time such

that the objective value ALG(G) satisfies OPT (G) ≤ ALG(G) ≤ ρ(n) · OPT (G),

where ALG(G) and OPT (G) are the number of deleted edges from G by ALG and an

optimal algorithm, respectively. Therefore, one can distinguish either OPT (G) > 0

or OPT (G) = 0 in polynomial time using ALG based on the observation that

ALG(G) > 0 if and only if OPT (G) > 0. Checking whether OPT (G) = 0 is equiv-

alent to checking whether there is an orientation of G such that the maximum

outdegree is at most k, i.e., solving the decision version of MinMaxO with target

value k. This contradicts the NP-hardness of MinMaxO.

As shown in [4], MinMaxO for edge-weighted bipartite graphs has an inapprox-

imability ratio of 1.5, which implies the next theorem.

Theorem 13. There is no polynomial-time 1.5-approximation algorithm for p-

DEL-MAX on edge-weighted planar bipartite graphs unless P = NP.

Proof. Consider an input planar bipartite graph G of MinMaxO. Add one new

vertex u and one edge {u, v} of weight n ·wmax to G for arbitrary v ∈ V (G), where

wmax is the maximum weight of edges in G. Let this new graph be G′, where G′ is

also a planar bipartite graph. Observe that for 1-DEL-MAX, this new edge should

be deleted since otherwise the maximum outdegree is at least n · wmax, which is

larger than the total weight of edges incident to a vertex in G, and then we need

to orient the edges in G optimally. Namely, if there exists a 1.5-approximation

algorithm for 1-DEL-MAX, it also approximates MinMaxO within ratio 1.5. This

contradicts the inapproximability of MinMaxO. This discussion can be extended

to the case p ≥ 2 by adding p new vertices and p new edges of weight n · wmax to

G. The theorem follows.

The NP-hardness and known inapproximability bound of 2 for MaxMinO on

edge-weighted planar bipartite graphs from [4] can be applied in the same way as

for Theorem 12 and Theorem 13 to obtain the following theorem.

Theorem 14. There is no polynomial-time ρ(n) (or 2)-approximation algorithm

for MIN-INS-MIN (or p-INS-MIN) on edge-weighted planar bipartite graphs unless

P = NP, where ρ(n) ≥ 1 is any polynomial-time computable function.

Proof. The proof for MIN-INS-MIN is almost the same as the proof of The-

orem 12 for MIN-DEL-MAX, but using MaxMinO instead of MinMaxO. As
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for p-INS-MIN, we add independent p vertices to the input graph of MaxMinO,

where this modified graph is also planar bipartite. This modification requires us to

add p edges adjacent to those added p vertices, whose weights can be any value at

least the optimal minimum outdegree of MaxMinO, e.g., n ·wmax. By this modifi-

cation to the input graph, solving p-INS-MIN is equivalent to solving MaxMinO

for the original input graph, and so the inapproximability bound of MaxMinO is

transferred to p-INS-MIN.

For the other two problems (MAX-INS-MAX and MAX-DEL-MIN), we need

to look a little deeper into the details of the NP-hardness proofs in [2, 4]. The next

theorem shows the inapproximability of MAX-INS-MAX.

Theorem 15. There is no polynomial-time ρ(n)-approximation algorithm for

MAX-INS-MAX on edge-weighted planar bipartite graphs unless P = NP, where

ρ(n) ≥ 1 is any polynomial-time computable function.

Proof. The NP-hardness of MinMaxO is proved in [4] for planar bipartite graphs

having edge-weights 1 and w ≥ 2 based on the intractability of distinguishing

between the optimal value being w and the optimal value being w+ 1, where “+1”

comes from the weight 1 of edges. We can double the edge-weights 1 and w to 2 and

2w in the reduced graphs, respectively, and observe that distinguishing between an

optimal value of 2w and 2w + 2 is still intractable for them.

Consider a planar bipartite graph G having edge-weights 2 and 2w constructed

according to the above, and let k = 2w + 1. Let OPT1(G) and OPT2(G) denote

the optimal costs of MinMaxO and the maximum number of inserted edges of

MAX-INS-MAX for G, respectively. If OPT1(G) = 2w for MinMaxO, then we

can add one edge of weight one to G between an arbitrary pair of vertices of G,

increasing the maximum outdegree of vertices to at most 2w+1, i.e., OPT2(G) > 0

for MAX-INS-MAX. On the other hand, if OPT1(G) = 2w + 2 for MinMaxO,

no edge can be added under the condition that the maximum outdegree is at most

k, i.e., OPT2(G) = 0 for MAX-INS-MAX. Thus, OPT1(G) = 2w for MinMaxO

if and only if OPT2(G) > 0 for MAX-INS-MAX. Then, as in the proof of The-

orem 12, the assumption that there exists a polynomial-time ρ(n)-approximation

algorithm for some polynomial-time computable function ρ(n) ≥ 1 for MAX-INS-

MAX on edge-weighted graphs leads to a contradiction to the NP-hardness of

MinMaxO.

The inapproximability of MAX-DEL-MIN is established in the next theorem.

Theorem 16. There is no polynomial-time ρ(n)-approximation algorithm for

MAX-DEL-MIN on edge-weighted planar bipartite graphs unless P = NP, where

ρ(n) ≥ 1 is any polynomial-time computable function.
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Proof. The NP-hardness of MaxMinO for edge-weighted planar bipartite graphs

is proved in [2] with edge-weights wmin and wmax such that wmin < wmax, consider-

ing to distinguish between wmin and min{2wmin, wmax} of optimal values. Here we

choose wmin = 2 and wmax = 4. Assume that the set of vertices in an input graph

G of MaxMinO is partitioned into two partite sets U1 and U2. We add an extra

vertex u and two extra edges e1 = {u, v1} of weight 1 and e4 = {u, v4} of weight 4

between u and two vertices v1 and v4 in U1. Let this new planar bipartite graph (an

instance of MAX-DEL-MIN) be G′. Then we set k = 4 for MAX-DEL-MIN. We

observe that the outdegree of u is at least 4 under an orientation of G′ if and only

if e4 is not deleted and oriented outward from u. Then, e1 increases any outdegree

of vertices by at most 1 and so this edge is a candidate for deletion.

Let OPT1(G) denote the optimal cost of MaxMinO for G. Also let OPT2(G′)

denote the maximum number of deleted edges of MAX-DEL-MIN for G′. If

OPT1(G) ≥ 4 for MaxMinO, then we can delete e1 from G′ for MAX-DEL-MIN,

by which the resulted graph has an orientation in which the minimum outdegree of

vertices is at least 4 by orienting e4 as (u, v4) with the optimal orientation of G for

MaxMinO. Thus OPT2(G′) ≥ 1. As another case, assume that OPT1(G) ≤ 3 for

MaxMinO. This assumption implies that there exists a vertex of outdegree at most

3 in the optimal orientation of G for MaxMinO. If we delete e1 from G′ for MAX-

DEL-MIN, then the minimum outdegree of the vertices is the same as OPT3(G),

i.e., at most 3 which does not satisfy the value of k, since e4 must be oriented as

(u, v4) to increase u’s outdegree to 4 (otherwise its outdegree becomes 0). Hence

we consider to keep e1 and delete one edge between U1 and U2. However, since

OPT1(G) ≤ 3, there exists a vertex of outdegree at most 3 under any orientation.

This implies that the outdegree of such a vertex is 0 or 2, since the weight of an edge

of G is either 2 or 4. Even if v1 is only such a vertex and e1 is oriented as (v1, u)

(increasing v1’s outdegree by one), there still remains a vertex with outdegree at

most 3. Namely, we cannot delete any edge from G′ which means OPT2(G′) = 0.

In summary, OPT1(G) = 4 for MaxMinO if and only if OPT2(G′) > 0 for

MAX-DEL-MIN with setting k = 4. Then, as in the proof of the previous theo-

rems, the assumption that there exists a polynomial-time ρ(n)-approximation algo-

rithm for some polynomial-time computable function ρ(n) ≥ 1 for MAX-DEL-

MIN on edge-weighted graphs leads to a contradiction to the NP-hardness of

MaxMinO.

Also for p-INS-MAX and p-DEL-MIN, we can show the same inapproximabil-

ity as p-DEL-MAX and p-INS-MIN, respectively.

Theorem 17. There is no polynomial-time 1.5 (or 2)-approximation algorithm for

p-INS-MAX (or p-DEL-MIN) on edge-weighted planar bipartite graphs unless P

= NP.

Proof. Figure 5 illustrates examples of the two reductions in this proof for the case

p = 2.
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Fig. 5. Example graphs constructed by the reductions in the proof of Theorem 17. The left graph

is for 2-INS-MAX and the right one is for 2-DEL-MIN.

The reduction for p-INS-MAX is done from MinMaxO. We add p+1 indepen-

dent vertices u0, . . . , up to the input planar bipartite graph G of MinMaxO. An

optimal set of inserted edges for p-INS-MAX includes edges {ui, ui+1} of weight

1 for 0 ≤ i ≤ p − 1, which constitutes a path of those p + 1 vertices u0, . . . , up.

Let the optimal orientation of G for MinMaxO be Λ. The above modification to

G does not increase the maximum outdegree of the vertices of G under Λ. Hence,

solving p-INS-MAX for this new graph is equivalent to solving MinMaxO for G,

which gives the inapproximability of p-INS-MAX based on the inapproximability

of MinMaxO.

For p-DEL-MIN, the reduction is from MaxMinO. Let us consider an input

planar bipartite graph G to MaxMinO with edge-weights 2 and 4, considering to

distinguish between 2 and 4 of optimal values, as in the proof of Theorem 16. We

construct an instance of p-DEL-MIN by adding new 2p+4 vertices u0, u1, . . . , u2p+3

to G. Among those vertices, we add edges such that

• for each i, 0 ≤ i ≤ 2p + 3, {ui, u(i+1) mod (2p+4)} of weight 4, i.e., the 2p + 4

vertices and these edges form a cycle of length 2p+ 4, and

• for each j, 2 ≤ j ≤ p+ 1, {u0, u2j−1} of weight 1, where these edges form a star

with p leaves rooted at u0.

Clearly the constructed graph is still planar bipartite. An optimal set of deleted

edges for p-DEL-MIN includes the set of added edges of weight 1, since the added

cycle constituted by the edges of weight 4, can have minimum outdegree 4 by

orienting the edges in, say, clockwise direction. Then, again, solving p-DEL-MIN

for this modified graph is equivalent to solving MaxMinO for G, considering to

distinguish between 2 and 4 of optimal values, which gives the inapproximability of

p-DEL-MIN based on the inapproximability of MaxMinO.

4. Concluding Remarks

We have introduced eight new graph orientation problems whose objective is to

minimize/maximize the outdegree of the vertices after inserting/deleting edges, and

presented polynomial-time algorithms for these problems on unweighted graphs.
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Also we showed the polynomial-time inapproximability for those problems on edge-

weighted graphs, and polynomial-time algorithms for six of the problems were

designed on edge-weighted trees. One of the further research topics is to study the

complexity of MAX-INS-MAX and p-INS-MAX on edge-weighted trees.

Very recently, Frank and Murota [12] proposed a strongly polynomial-time algo-

rithm to find a maximum flow which is decreasingly minimal on a specified subset

F of directed edges in a given network. Here, a flow is decreasing minimal on F

if the largest flow on an edge in F is as small as possible, within this, the second

largest flow on an edge in F is as small as possible, and so on. Also, in the given

network, upper and lower bounds on the size of a flow passing through each edge

are prescribed. By appropriately setting the upper and lower bounds for the edges,

and choosing F = {(s, v) | v ∈ V } from NG, we can utilize their algorithm to obtain

a decreasingly minimal maximum flow on F in the algorithms of Theorems 3 and

5. After modifying Lemmas 1 and 2 accordingly, a decreasingly minimal orientation

(also called a lexicographic orientation in [7]) for our problems can thus be con-

structed, meaning that the maximum outdegree of a vertex is as small as possible,

and among all such orientations, the second largest outdegree of a vertex is as small

as possible, etc.

One generalization of the problems is to extend the input to hypergraphs. In

Sec. 2, we constructed a network NG(α;β; γ) from an input graph G and solved the

maximum flow problem on it by using a polynomial-time algorithm. In NG(α;β; γ),

we prepare an edge (v, e) if a vertex v is incident to an edge e in G so that the vertex

e in NG(α;β; γ) has two incoming edges. If the input G is a hypergraph, a vertex in

NG(α;β; γ) corresponding to an hyperedge in G may have at most n incoming edges.

Thus, NG(α;β; γ) has at most nm edges between V and E, where n and m are the

number of vertices and edges in G, respectively. The running times of the algorithms

using NH(α; γ) (a part of NG(α;β; γ)) in Theorem 3 for MIN-DEL-MAX, p-DEL-

MAX, MAX-DEL-MIN, and p-DEL-MIN increase to O(nm2 logm), which is

still polynomial. On the other hand, the algorithms in Theorem 5 do not run in

polynomial time in the worst case since they use the whole NG(α;β; γ) and the size

of E in NG(α;β; γ) might not be polynomial in n and m.

Another natural generalization of MIN-DEL-MAX can be defined as follows:

Input: An unweighted graph G = (V,E) and a mapping µ that assigns to each

vertex v ∈ V an integer from {0, 1, . . . ,deg(v)}, where deg(v) is the degree of v.

Goal: To find the minimum number of edges to delete to get a spanning subgraph

H of G such that d+(v) ≤ µ(v) for every v ∈ V .

To solve this problem, we can first construct a directed graph NH in the same

way as in Sec. 2. Next, we augment the edge capacities in NH to get a flow network

as before, except for the capacities of the directed edges of the form {(s, v) | v ∈ V }.
The capacity of the directed edge (s, v) is defined to be µ(v) instead of k, for every

v ∈ V . Then we see that there exists a flow in NH with value |E| if and only if

there are p edges in G whose deletion leaves a graph satisfying d+(v) ≤ µ(v), for
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every vertex v ∈ V (G). In other words, the modified problem can be solved in

polynomial time. In fact, both the modified problem and the original MIN-DEL-

MAX have the same time complexity since the directed graphs that we construct

in both cases are the same. We can generalize MIN-INS-MIN, MAX-INS-MAX,

MAX-DEL-MIN in the same way and solve them in polynomial time as well.

The above problem is a special case of General Factor introduced by

Lovász [13, 14], which is defined as

Input: An unweighted graph G = (V,E) and a mapping K that assigns to each

vertex v ∈ V a set K(v) ⊆ {0, 1, . . . ,deg(v)} of integers.

Goal: To check if there is a subgraph H of G s.t. dH(v) ∈ K(v) for every v ∈ V ,

where dH(v) is the degree of v in H.

General Factor is a generalization of the factor problem, and NP-hard even for

unweighted graphs [14], and also for unweighted planar bipartite graphs [9]. Here

the extension to the mapping from an integer to a set of integers makes the problem

harder. We conjecture that the analogous generalizations to the problems in this

paper are NP-hard.
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